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Design for Gusset Plate Buckling with Variable Stress Trajectories

BO DOWSWELL

ABSTRACT

Gusset plates are used in steel buildings and bridges to connect diagonal members to other framing members in the structural system. Gusset plates subjected to compression loads are currently modeled as rectangular columns with an effective cross section defined by a 30° stress trajectory known as the Whitmore section. The buckling strength is calculated using the AISC column curve with empirical effective length factors. Previous research has shown local yielding allows the stresses to redistribute, increasing the effective width. Because the inelastic capacity decreases with gusset slenderness, a variable stress trajectory has been established which is dependent on the flexural buckling slenderness parameter. This paper describes a design method for the buckling strength of gusset plates using variable stress trajectory angles. The proposed effective length factors for the equivalent column were evaluated using data from existing research. The design model is valid for single- and double-plane corner gusset plates, including extended corner gusset plates commonly used for seismic design. Compared to the results of 162 specimens from 12 previously published research projects, the proposed design model is shown to be more accurate than the methods that are currently available.
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INTRODUCTION

Figure 1(a) shows a typical vertical brace connection at a beam-to-column intersection, also known as a corner gusset plate connection. The gusset plate transfers axial load from the brace and distributes it to the beam and column. Figure 1(b) shows a double-plane truss connection that transfers axial load from the diagonal web member to the chord and the vertical web member. Double-plane gusset plates are commonly used to connect wide-flange truss members in long-span trusses. This configuration uses two side-by-side gussets connecting to each flange of the web and chord members.

In practice, gusset plates are treated as rectangular, axially loaded members with a cross section $L_w \times t$, where $L_w$ is the effective width and $t$ is the gusset plate thickness. The effective width is generally calculated with a constant 30° trajectory angle, as shown in Figure 2(a), which was based on the experimental stress trajectories in elastic gusset plates. In this case, the equivalent cross section is known as the Whitmore section (Whitmore, 1952).

Based on a proposal by Thornton (1984), gusset plates in compression are currently designed as rectangular columns with a cross section defined by the Whitmore section. The buckling strength is calculated with the column curve in AISC Specification Section E3 (AISC, 2016). For corner gusset plates, the column length, $l_{avg}$, is the average of $l_1$, $l_2$, and $l_3$ as shown in Figure 2(b).

AISC Specification Section E3 for flexural buckling was developed for designing main structural members with various cross-sectional shapes and residual stress patterns. Because connection elements have lower residual stresses and higher shape factors than main members, the buckling strength in the inelastic range is higher than predicted by the AISC Specification equations (Dowswell, 2016). To account for this behavior at low slenderness ratios in AISC Specification Section J4.4, the critical stress is equal to the specified minimum yield strength when the slenderness ratio is equal to or less than 25.

Effective lengths, $L_c = KL$, have been developed for several common gusset plate geometries. In most cases, the effective length recommendations were calibrated for use with a 30° trajectory angle; therefore, gusset plates are typically designed using an equivalent cross section defined by the Whitmore criterion. The equivalent column method is discussed further in AISC Design Guide 29, Vertical Bracing Connections—Analysis and Design, Appendix C (Muir and Thornton, 2014).

Dowswell (2006) summarized the available research on gusset plate stability and proposed effective length factors for various configurations. He also discussed several sources of inaccuracy in the design model, two of which are listed here:

1. Although the effective width is calculated at the last fastener near the end of the brace, the stress continues to spread out beyond the effective width.
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Due to stress redistribution when the plate yields, the effective width in the inelastic range is larger than predicted using the 30° angle.

In an effort to develop a more accurate design model for gusset plates in compression, these issues are evaluated in this paper. A new design procedure, based on Thornton's equivalent column concept, has been developed. To evaluate the proposed design procedure, the available experimental and finite element results are compared to the predicted strength of each specimen.

Gusset plates are fabricated in many different configurations; however, only two are addressed in this paper: corner gusset plates and extended corner gusset plates. The corner and extended corner configurations have a single brace framing to the gusset plate at the intersection of two other orthogonal framing members. The gusset plate is connected to both members. For corner gussets, a line through the innermost bolts, perpendicular to the brace line of action, intersects one or both of the connected gusset boundaries as shown in Figure 3(a). For the extended corner configuration, the gusset plate is shaped so the free edges are cut at an angle to the connected edges as shown in Figure 3(b). In this case, a line through the innermost bolts, perpendicular to the brace line of action, intersects both of the gusset-free edges.
EXISTING RESEARCH

The existing research on stress trajectories was reviewed by Dowswell (2013). The early research by Wyss (1923), Sandel (1950), and Whitmore (1952) focused on the measurement of elastic stresses. The researchers generally agreed that the stress trajectories formed approximately 30° lines with the connected member. Additional research by Lavis (1967), Rabern (1983), Chakrabarti (1983), Bjorhovde and Chakrabarti (1985), Gross and Cheok (1988), and Girard et al. (1995) verified the 30° stress trajectories. However, the experimental observations of Yamamoto et al. (1985) and Cheng and Grondin (1999) showed that the stress dispersion angle increases with inelastic material behavior. Cheng and Grondin (1999) recommended a 45° dispersion angle.

Dowswell (2006) reviewed the literature on gusset stability prior to 2006, including research by Chakrabarti (1987), Brown (1988), Gross and Cheok (1988), Yam and Cheng (1993), Rabinovitch and Cheng (1993), Walbridge et al. (1998), Nast et al. (1999), and Sheng et al. (2002). For the current paper, the data from Dowswell (2006) was combined with newer data from the research of Hamedani et al. (2011), Mentes (2011), Higgins et al. (2013), Naghipour et al. (2013), and White et al. (2013). The research projects included single- and double-plane gusset plates as well as corner- and extended-corner gusset plates. This paper used the results of experimental testing and inelastic finite element models from 12 separate projects with a total of 162 specimens.

VARIABLE STRESS TRAJECTORIES

Using fracture mechanics, Dowswell (2013) showed that the dispersion angle, ϑ, is dependent on geometry, constraint, and inelastic deformation capacity. The model in Figure 4(a), based on the stress-free zone ahead of a crack, was used to develop Equation 1, which accounts for all variables affecting the dispersion angle. Equation 1 is plotted in Figure 4(b).

\[
\tan \theta = \frac{4C(\alpha - \frac{1}{2})}{\pi \lambda \beta^2}
\]  

(1)

where

- \(C = \) constraint factor
  - = 1.00 for uniaxial stress
  - = 1.32 for constraint in one direction
  - = 2.27 for constraint in two directions
- \(\alpha = \) factor accounting for inelastic potential
  - = 1.0 for gusset plates with no inelastic capacity
  - = 1.7 for gusset plates with full inelastic potential
- \(\beta = \) geometry factor
- \(\lambda = \) inelastic material parameter calculated with Equation 2

\[
\lambda = 1 + 0.77(\alpha - 1)
\]

(2)

To determine \(\theta\) as a function of \(\alpha\), substitute \(\beta = 1.0\) for corner gusset plates, \(C = 1.0\) for plates with uniaxial stress, and \(\lambda\) from Equation 2 into Equation 1 to get Equation 3.

\[
\tan \theta = \frac{\alpha - \frac{1}{2}}{0.605\alpha + 0.181}
\]

(3)

Equation 3 results in trajectory angles of 32.5° for plates with no inelastic capacity and 44.8° for plates with full inelastic potential. The effective width, shown in Figure 5(a), is

\[
b_e = 2a = 2l \tan \theta
\]

(4)

where

- \(a = \) crack half-length, in.
- \(l = \) length, parallel to the load, of the connection between outermost fasteners, in.

In some cases, the effective width can extend beyond the free boundaries of the plate as shown in Figure 5(b), causing a smaller effective width than calculated with Equation 4.

![Fig. 3. Gusset plate configurations.](image)
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The shaded portion of the stress trajectory is not effective, and the effective width is based on the actual plate width at the critical section. This effect was accounted for in the calculation of predicted strengths for validating the design procedure. For conditions where the effective width extended beyond the connected boundaries of the plate, the full effective width was used in the calculation of the predicted strength.

The trajectory angle for gusset plates subjected to tension is limited only by the rupture ductility, resulting in $\alpha = 1.7$ and $\theta = 45^\circ$. For gusset plates in compression, $\alpha$ is dependent on the plate slenderness. Because the lateral buckling strength of the equivalent column is based on the AISC column curve, $\alpha$ can be calculated using AISC Specification Section E3. The column curve is in the inelastic range when $\lambda_c \leq \lambda_r$, where $\lambda_r = 1.5$, and the slenderness parameter, $\lambda_c$, is calculated with Equation 5.

$$\lambda_c = \frac{KL}{\pi r} \sqrt{\frac{F_y}{E}}$$  \hspace{1cm} (5)

where

- $E = \text{modulus of elasticity, ksi}$
- $F_y = \text{specified minimum yield strength, ksi}$
- $K = \text{effective length factor}$
- $L = \text{column length, in.}$
- $r = \text{radius of gyration, in.}$
- $\lambda_c = \text{slenderness parameter}$
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\[ \lambda_r = \text{limiting slenderness parameter between elastic and inelastic behavior} \]

For design purposes, linear interpolation can be used between \( \alpha = 1.0 \) and 1.7, resulting in Equation 6.

\[
\alpha = 1.7 - 0.7 \frac{\lambda c}{\lambda_r} \geq 1.0
\]  

(6)

Equation 6 is substituted into Equation 3 with \( \lambda_r = 1.5 \), resulting in Equation 7.

\[
\tan \theta = \frac{1 - 0.389 \lambda c}{1 - 0.236 \lambda c}
\]

(7)

Setting a lower limit of \( \theta = 32.5^\circ \), \( \theta \) can be calculated with Equation 8, which results in \( 32.5^\circ \leq \theta \leq 43.7^\circ \).

\[
\tan \theta = 0.956 - 0.213 \lambda c \geq 0.637
\]

(8)

Equation 5 is substituted into Equation 8, resulting in Equation 9.

\[
\tan \theta = 0.956 - \frac{0.213 K_0 L}{\pi r} \sqrt{\frac{F_c}{E}} \geq 0.637
\]

(9)

To allow the use of different effective length factors in the stress dispersion angle and buckling strength calculations, \( K_\theta \) was substituted for \( K \) in Equation 9.

**EFFECTIVE LENGTH FACTORS**

The dispersion angle, \( \theta \), defines the stress trajectory within the length of the fastener group; however, the stress continues to disperse through the gusset plate beyond the effective width as shown in Figure 6(a). This has a load-shedding effect on the equivalent column, where the load from the area bound by the effective width disperses into adjacent parts of the plate. The problem is similar to a column with a concentrated load at the top and a distributed load along the column length as shown in Figure 6(b). For corner gusset plates, the brace load also enters the framing members at the connected gusset boundaries, resulting in the shedding of a large portion of the load along the equivalent column length.

Another beneficial effect is the restraint from the relatively low-stress areas of the gusset plate adjacent to the equivalent column. Due to these and other effects discussed by Dowswell (2006), effective length factors for gusset plates cannot be estimated based on the buckled shape as they are for simple prismatic columns.

Effective length factors, both the effective width, \( K_\theta \), and buckling strength, \( K \), calculations, were selected empirically, using the experiments and finite element models discussed in the Existing Research section of this paper. Although many of the specimens buckled in a sidesway mode, the empirical evidence shows that effective length factors much lower than the theoretical value of 1.0 can be safely used.

The effective length factors must be selected for use with a specific buckling length. Thornton (1984) originally proposed an effective length factor of 0.65 for use with a 30° stress dispersion angle and a buckling length, \( l_{avg} \), which is the average of \( l_1, l_2, \) and \( l_3 \) as shown in Figure 2(b). When variable stress trajectories are used, the empirical data shows that a more accurate solution is obtained using a buckling length, \( L = l_2 \), which is the unsupported length along the center of the brace. Therefore, all effective length factors proposed in this paper have been calibrated for use with the unsupported length along the center of the brace.

![Fig. 6. Stress dispersion beyond the effective width.](image)
RELIABILITY ANALYSIS

A reliability analysis was used to determine the most efficient combination of \( K_0 \), \( K \), and \( \phi \) that provides a minimum \( \beta_R \) of 4.0, which is the applicable target reliability index for connections according to AISC Specification Section B3.1 Commentary. The buckling strength for the analysis was calculated using the provisions in AISC Specification Section J4.4 with the measured material and geometric properties of the experimental specimens. The reduction factor required to obtain a specific reliability level is (Galambos and Ravinda, 1973):

\[
\phi = C_R \rho_R e^{-\beta_R \sigma K} \tag{10}
\]

where
- \( C_R \) = correction factor
- \( V_R \) = coefficient of variation
- \( \alpha_R \) = separation factor
- \( \beta_R \) = reliability index
- \( \rho_R \) = bias coefficient

Galambos and Ravinda (1973) proposed a separation factor, \( \alpha_R \), of 0.55. For \( L/D = 3.0 \), Grondin et al. (2007) developed Equation 11 for calculating a correction factor, \( C \), which is 0.900 at \( \beta = 4.0 \).

\[
C_R = 1.4056 - 0.1584 \beta_R + 0.008 \beta_R^2 \tag{11}
\]

The bias coefficient is

\[
\rho_R = \rho_M \rho_G \rho_P \tag{12}
\]

where
- \( \rho_G \) = bias coefficient for the geometric properties
- \( \rho_M \) = bias coefficient for the material properties
- \( \rho_P \) = bias coefficient for the test-to-predicted strength ratios

Mean value of the professional factor is calculated with the measured geometric and material properties.

The coefficient of variation is

\[
V_r = \sqrt{V_M^2 + V_G^2 + V_P^2} \tag{13}
\]

where
- \( V_G \) = coefficient of variation for the geometric properties
- \( V_M \) = coefficient of variation for the material properties
- \( V_P \) = coefficient of variation for the test-to-predicted strength ratios

Hess et al. (2002) recommended \( \rho_G = 1.05 \) and \( V_G = 0.044 \) for plate thickness variations. For the plate yield strength, \( \rho_M = 1.11 \) and \( V_M = 0.054 \) (Schmidt and Bartlett, 2002).

For corner gusset plates, the reliability analysis resulted in \( K_0 = 0.85 \), \( K = 0.40 \), and \( \phi = 0.75 \) at \( \beta_R = 4.0 \). With these values, the mean ratio of the professional factor, \( \rho_P \), is 1.12 and the coefficient of variation, \( V_P \), is 0.192. Dowswell (2018), who analyzed the reliability of several existing design methods, showed that the minimum \( V_P \) for all of the existing methods is 0.270. Therefore, the proposed design method is substantially more accurate than the existing methods.

Because only 13 specimens are available for extended corner gusset plates, a reliability analysis was not conducted. With \( K_0 = 0.85 \) and \( K = 0.50 \), \( \rho_R = 1.15 \), and \( V_P = 0.129 \), and the minimum professional factor is 0.840. Although a lower value could potentially be justified, it is believed that, until further research is available, \( K = 0.50 \) provides a reasonable fit for extended corner gusset plates.

DESIGN MODEL

For the proposed design model, \( K_0 = 0.85 \) and \( r = 1/\sqrt{12} \) were substituted into Equation 9 and the equation was adjusted so the trajectory angles are within \( 30^\circ \leq \theta \leq 45^\circ \), resulting in Equation 14.

\[
\tan \theta = 1 - \frac{L}{5r} \sqrt{\frac{F_y}{E}} \geq \tan 30^\circ \tag{14}
\]

The effective width, \( b_e \), is calculated with Equation 4; however, \( b_e \) is limited to the actual plate width at the critical section as shown in Figure 5(b). The equivalent rectangular column, \( b_e \times t \), is designed according to AISC Specification Section J4.4 using \( \phi = 0.75 \) in lieu of 0.90. The length of the equivalent column, \( L \), is defined along the center of the brace as shown in Figure 7, with \( K = 0.40 \) for corner gusset plates and \( K = 0.50 \) for extended corner gusset plates.

Results of experimental testing and finite element models discussed in the Existing Research section of this paper are compared to the predicted strengths from the design model in Tables A1 and A2 of Appendix A. The normalized experimental load, \( P_e/P_y \), is plotted against \( \lambda_e \) in Figure 8. \( P_e \) is the experimental strength and \( P_y = \sigma_y b_e t \) is the axial yield load of the equivalent column, based on the measured yield stress, \( \sigma_y \).

Fig. 7. Gusset geometry for proposed design procedure.
CONCLUSIONS

Gusset plates subjected to compression loads are currently designed with an equivalent column model, where the width of the equivalent column is defined by a 30° stress dispersion angle. However, both experimental and theoretical research has shown that the dispersion angle is partially dependent on the inelastic deformation capacity of the plate. To account for this behavior, a new design model for buckling of corner gusset plates has been developed. The model is valid for single- and double-plane corner gusset plates, including extended corner gusset plates commonly used for seismic design.

The design model, based on the equivalent column concept, allows variable trajectories which are dependent on the level of inelasticity that can be reached prior to buckling. A reliability analysis using the results of 162 specimens from 14 previously-published research projects showed that the buckling strength can be calculated using the provisions in AISC Specification Section J4.4 with $\phi = 0.75$ in lieu of 0.90. The length of the equivalent column, $L$, is defined along the center of the brace with $K = 0.40$ for corner gusset plates and $K = 0.50$ for extended corner gusset plates. The proposed design model was shown to produce more accurate results than the existing design methods.

DESIGN EXAMPLE

Given:

Determine the buckling strength of the gusset plate in Figure 9. The gusset plate is ½-in. thick ASTM A572 Grade 50 material, and the factored brace axial compression load is 800 kips.

Solution:

From AISC Manual Table 2-4
ASTM A572, Grade 50
$F_y = 50$ ksi

From AISC Manual Table 1-1
W14×109
$d = 14.3$ in.

W21×132
$d = 21.8$ in.

Fig. 8. Normalized load vs. slenderness for proposed design procedure.
\[ L = 34 \text{ in.} - \frac{21.8 \text{ in.}}{2 \cos 50^\circ} \]
\[ = 17.0 \text{ in.} \]

\[
\tan \theta = 1 - \frac{L}{5\sqrt{E}} \geq \tan 30^\circ \\
= 1 - \frac{17.0 \text{ in.}}{(5)(0.500 \text{ in.}) \sqrt{29,000 \text{ ksi}}} \geq \tan 30^\circ \\
\theta = 35.7^\circ
\]

The gage in the 4-in. leg of the L6\(\times\)4\(\times\)\(\frac{3}{4}\), g, is 2.50 in.

The distance between bolts perpendicular to the load, w, is:
\[ w = d + 2g \]
\[ = 14.3 \text{ in.} + 2(2.5 \text{ in.}) \]
\[ = 19.3 \text{ in.} \]

*Fig. 9. Vertical bracing connection for Design Example.*
The distance between bolts, parallel to the load, \( l \), is:

\[
l = 8(3 \text{ in.}) = 24.0 \text{ in.}
\]

\[b_c = 2l \tan \theta + w = [2(24 \text{ in.}) \tan(35.7^\circ)] + 19.3 \text{ in.} = 53.8 \text{ in.}\]

\[A_p = (0.500 \text{ in.})(53.8 \text{ in.}) = 26.9 \text{ in.}^2\]

\[r = \frac{t}{\sqrt{12}} = \frac{0.500 \text{ in.}}{\sqrt{12}} = 0.144 \text{ in.}\]

Because the line through the innermost bolts, perpendicular to the brace line of action, intersects both the beam and column interfaces, the plate is classified as a corner gusset; therefore, \( K = 0.40 \).

\[L_c = KL = (0.4)(17.0 \text{ in.}) = 6.80 \text{ in.}\]

\[\frac{L_c}{r} = \frac{6.80 \text{ in.}}{0.144 \text{ in.}} = 47.2\]

Because \( \frac{L_c}{r} = 47.2 > 25 \), AISC *Specification* Section J4.4 specifies that the compression strength is calculated according to AISC *Specification* Section E3.

The elastic buckling stress, \( F_e \), is calculated using AISC *Specification* Equation E3-4:

\[F_e = \frac{\pi^2E}{\left(\frac{L_c}{r}\right)^2} = \frac{\pi^2(29,000 \text{ ksi})}{(47.2)^2} = 128 \text{ ksi}\]

\[4.71\sqrt{\frac{E}{F_y}} = 4.71\sqrt{\frac{29,000 \text{ ksi}}{50 \text{ ksi}}} = 113\]

Because \( \frac{L_c}{r} = 47.2 < 113 \), the critical stress, \( F_{cr} \), is calculated using AISC *Specification* Equation E3-2.
\[ F_{cr} = \left( 0.658 \frac{F_y}{F_y} \right) F_y \]  
\[ = \left( 0.658 \frac{50 \text{ ksi}}{128 \text{ ksi}} \right) (50 \text{ ksi}) \]  
\[ = 42.5 \text{ ksi} \]  

And the nominal compressive strength, \( P_n \), is calculated using AISC Specification Equation E3-1.

\[ P_n = F_{cr} A_g \]  
\[ = (42.5 \text{ ksi})(26.9 \text{ in.}^2) \]  
\[ = 1,140 \text{ kips} \]

The available compression strength is then:

\[ \phi P_n = (0.75)(1,140 \text{ kips}) \]  
\[ = 855 \text{ kips} > 800 \text{ kips} \quad \text{o.k.} \]

For the Dowswell (2006) method, the gusset is compact; therefore, the compression strength is based on Whitmore yielding. \( P_n = 1,180 \text{ kips} \), which is 3.51% higher than the strength calculated with the proposed method.

For the Thornton (1984) method, \( L = l_{avg} = 4.71 \text{ in.} \) and \( K = 0.65 \). Because \( KL/r < 25 \), the compression strength is based on Whitmore yielding. \( P_n = 1,180 \text{ kips} \), which is 3.51% higher than the strength calculated with the proposed method.

For this example, the nominal strength calculated with the proposed method is similar to the nominal strengths calculated with both the Thornton (1984) and Dowswell (2006) methods. However, the reliability analysis showed that the proposed method is significantly more accurate than the existing methods for a wide range of slenderness values, potentially resulting in increased available strengths, \( \phi P_n \), if all methods use a target reliability index of 4.0. Also, the proposed method more accurately models the stress trajectories in the gusset plate.
## APPENDIX A  TABLES

### Table A1. Details of Corner Gusset Plates

<table>
<thead>
<tr>
<th>Specimen</th>
<th>t (in.)</th>
<th>$F_y$ (ksi)</th>
<th>$E$ (ksi)</th>
<th>$L$ (in.)</th>
<th>$\theta$ (deg)</th>
<th>$b_e$ (in.)</th>
<th>$P_c$ (kips)</th>
<th>$P_e$ (kips)</th>
<th>$P_e/P_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Chakrabarti (1987)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.250</td>
<td>36.0</td>
<td>29000</td>
<td>8.00</td>
<td>37.8</td>
<td>9.20</td>
<td>74.6</td>
<td>68.7</td>
<td>0.920</td>
</tr>
<tr>
<td>2</td>
<td>0.250</td>
<td>36.0</td>
<td>29000</td>
<td>8.50</td>
<td>37.3</td>
<td>9.08</td>
<td>72.7</td>
<td>70.3</td>
<td>0.966</td>
</tr>
<tr>
<td>3</td>
<td>0.250</td>
<td>36.0</td>
<td>29000</td>
<td>8.00</td>
<td>37.8</td>
<td>9.20</td>
<td>74.6</td>
<td>71.4</td>
<td>0.957</td>
</tr>
<tr>
<td><strong>Brown (1988)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-4-45-8</td>
<td>0.251</td>
<td>48.0</td>
<td>29500</td>
<td>7.75</td>
<td>36.9</td>
<td>10.8</td>
<td>114</td>
<td>180</td>
<td>1.58</td>
</tr>
<tr>
<td>2-4-45-4</td>
<td>0.196</td>
<td>45.2</td>
<td>29500</td>
<td>5.18</td>
<td>38.4</td>
<td>11.9</td>
<td>96.6</td>
<td>120</td>
<td>1.24</td>
</tr>
<tr>
<td>3-3-45-8</td>
<td>0.198</td>
<td>45.2</td>
<td>29500</td>
<td>7.75</td>
<td>34.7</td>
<td>10.2</td>
<td>75.7</td>
<td>82.0</td>
<td>1.08</td>
</tr>
<tr>
<td>9-3-55-4</td>
<td>0.192</td>
<td>45.2</td>
<td>29500</td>
<td>4.68</td>
<td>39.0</td>
<td>12.1</td>
<td>97.8</td>
<td>79.6</td>
<td>0.814</td>
</tr>
<tr>
<td>10-3-45-4</td>
<td>0.197</td>
<td>45.2</td>
<td>29500</td>
<td>5.26</td>
<td>38.3</td>
<td>11.9</td>
<td>96.6</td>
<td>110</td>
<td>1.13</td>
</tr>
<tr>
<td>11-4-40-8</td>
<td>0.250</td>
<td>48.0</td>
<td>29500</td>
<td>7.26</td>
<td>37.4</td>
<td>10.9</td>
<td>117</td>
<td>166</td>
<td>1.42</td>
</tr>
<tr>
<td>13-4-30-8</td>
<td>0.248</td>
<td>48.0</td>
<td>29500</td>
<td>6.16</td>
<td>38.6</td>
<td>11.2</td>
<td>123</td>
<td>139</td>
<td>1.13</td>
</tr>
<tr>
<td>14-4-30-4</td>
<td>0.248</td>
<td>48.0</td>
<td>29500</td>
<td>3.16</td>
<td>41.9</td>
<td>13.5</td>
<td>157</td>
<td>135</td>
<td>0.859</td>
</tr>
<tr>
<td>15-4-35-8</td>
<td>0.250</td>
<td>48.0</td>
<td>29500</td>
<td>6.80</td>
<td>38.0</td>
<td>11.0</td>
<td>120</td>
<td>154</td>
<td>1.29</td>
</tr>
<tr>
<td>16-4-35-4</td>
<td>0.250</td>
<td>48.0</td>
<td>29500</td>
<td>4.65</td>
<td>40.4</td>
<td>12.7</td>
<td>146</td>
<td>147</td>
<td>1.01</td>
</tr>
<tr>
<td>17-3-45-8</td>
<td>0.194</td>
<td>45.2</td>
<td>29500</td>
<td>7.79</td>
<td>34.4</td>
<td>10.2</td>
<td>73.0</td>
<td>120</td>
<td>1.64</td>
</tr>
<tr>
<td>18-4-45-4</td>
<td>0.251</td>
<td>48.0</td>
<td>29500</td>
<td>5.71</td>
<td>39.2</td>
<td>11.2</td>
<td>138</td>
<td>155</td>
<td>1.12</td>
</tr>
<tr>
<td>20-6-30-4</td>
<td>0.376</td>
<td>45.0</td>
<td>28300</td>
<td>4.81</td>
<td>41.9</td>
<td>13.5</td>
<td>223</td>
<td>176</td>
<td>0.789</td>
</tr>
<tr>
<td><strong>Gross and Cheok (1988)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1A</td>
<td>0.250</td>
<td>46.7</td>
<td>29000</td>
<td>8.01</td>
<td>36.6</td>
<td>8.94</td>
<td>91.3</td>
<td>116</td>
<td>1.27</td>
</tr>
<tr>
<td>1B</td>
<td>0.250</td>
<td>46.7</td>
<td>29000</td>
<td>8.01</td>
<td>36.6</td>
<td>8.94</td>
<td>91.3</td>
<td>96.0</td>
<td>1.05</td>
</tr>
<tr>
<td>2A</td>
<td>0.250</td>
<td>46.7</td>
<td>29000</td>
<td>8.63</td>
<td>35.9</td>
<td>8.78</td>
<td>87.7</td>
<td>138</td>
<td>1.57</td>
</tr>
<tr>
<td>2B</td>
<td>0.250</td>
<td>46.7</td>
<td>29000</td>
<td>8.63</td>
<td>35.9</td>
<td>8.78</td>
<td>87.7</td>
<td>148</td>
<td>1.69</td>
</tr>
<tr>
<td>3B</td>
<td>0.250</td>
<td>46.7</td>
<td>29000</td>
<td>8.51</td>
<td>36.0</td>
<td>8.82</td>
<td>88.4</td>
<td>88.0</td>
<td>1.00</td>
</tr>
<tr>
<td><strong>Rabinovitch and Cheng (1993)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A1</td>
<td>0.367</td>
<td>65.1</td>
<td>29878</td>
<td>8.72</td>
<td>37.9</td>
<td>19.9</td>
<td>430</td>
<td>378</td>
<td>0.879</td>
</tr>
<tr>
<td>A2</td>
<td>0.243</td>
<td>64.3</td>
<td>29878</td>
<td>8.72</td>
<td>33.7</td>
<td>17.5</td>
<td>218</td>
<td>254</td>
<td>1.16</td>
</tr>
<tr>
<td>A3</td>
<td>0.367</td>
<td>65.1</td>
<td>29878</td>
<td>8.72</td>
<td>37.9</td>
<td>19.9</td>
<td>430</td>
<td>451</td>
<td>1.05</td>
</tr>
<tr>
<td>A4</td>
<td>0.243</td>
<td>64.3</td>
<td>29878</td>
<td>8.72</td>
<td>33.7</td>
<td>17.5</td>
<td>218</td>
<td>258</td>
<td>1.18</td>
</tr>
<tr>
<td><strong>Yam and Cheng (1993)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GP1</td>
<td>0.524</td>
<td>42.8</td>
<td>30110</td>
<td>8.56</td>
<td>41.2</td>
<td>17.2</td>
<td>373</td>
<td>440</td>
<td>1.18</td>
</tr>
<tr>
<td>GP2</td>
<td>0.386</td>
<td>44.2</td>
<td>30487</td>
<td>8.56</td>
<td>39.7</td>
<td>16.4</td>
<td>264</td>
<td>305</td>
<td>1.15</td>
</tr>
<tr>
<td>GP3</td>
<td>0.256</td>
<td>39.9</td>
<td>28428</td>
<td>8.56</td>
<td>36.9</td>
<td>15.1</td>
<td>135</td>
<td>167</td>
<td>1.23</td>
</tr>
<tr>
<td>GP1R</td>
<td>0.524</td>
<td>42.8</td>
<td>30110</td>
<td>8.56</td>
<td>41.2</td>
<td>17.2</td>
<td>373</td>
<td>462</td>
<td>1.24</td>
</tr>
<tr>
<td>GP2R</td>
<td>0.386</td>
<td>44.2</td>
<td>30487</td>
<td>8.56</td>
<td>39.7</td>
<td>16.4</td>
<td>264</td>
<td>334</td>
<td>1.26</td>
</tr>
<tr>
<td>GP3R</td>
<td>0.256</td>
<td>39.9</td>
<td>28428</td>
<td>8.56</td>
<td>36.9</td>
<td>15.1</td>
<td>135</td>
<td>178</td>
<td>1.31</td>
</tr>
<tr>
<td>AP1</td>
<td>0.524</td>
<td>42.8</td>
<td>30110</td>
<td>9.58</td>
<td>40.8</td>
<td>16.9</td>
<td>365</td>
<td>387</td>
<td>1.06</td>
</tr>
<tr>
<td>AP2</td>
<td>0.386</td>
<td>44.2</td>
<td>30487</td>
<td>9.58</td>
<td>39.0</td>
<td>16.1</td>
<td>255</td>
<td>272</td>
<td>1.07</td>
</tr>
<tr>
<td>AP3</td>
<td>0.256</td>
<td>39.9</td>
<td>28428</td>
<td>9.58</td>
<td>35.7</td>
<td>14.6</td>
<td>127</td>
<td>164</td>
<td>1.29</td>
</tr>
<tr>
<td>MP1</td>
<td>0.524</td>
<td>42.8</td>
<td>30110</td>
<td>8.56</td>
<td>41.2</td>
<td>17.2</td>
<td>373</td>
<td>435</td>
<td>1.17</td>
</tr>
<tr>
<td>MP2</td>
<td>0.386</td>
<td>44.2</td>
<td>30487</td>
<td>8.56</td>
<td>39.7</td>
<td>16.4</td>
<td>264</td>
<td>296</td>
<td>1.12</td>
</tr>
<tr>
<td>MP3</td>
<td>0.256</td>
<td>39.9</td>
<td>28428</td>
<td>8.56</td>
<td>36.9</td>
<td>15.1</td>
<td>135</td>
<td>162</td>
<td>1.20</td>
</tr>
<tr>
<td>MP3A</td>
<td>0.256</td>
<td>39.9</td>
<td>28428</td>
<td>8.56</td>
<td>36.9</td>
<td>15.1</td>
<td>135</td>
<td>184</td>
<td>1.36</td>
</tr>
<tr>
<td>MP3B</td>
<td>0.256</td>
<td>39.9</td>
<td>28428</td>
<td>8.56</td>
<td>36.9</td>
<td>15.1</td>
<td>135</td>
<td>185</td>
<td>1.36</td>
</tr>
<tr>
<td>SP1-Free</td>
<td>0.524</td>
<td>42.8</td>
<td>30110</td>
<td>19.7</td>
<td>35.6</td>
<td>22.4</td>
<td>426</td>
<td>361</td>
<td>0.848</td>
</tr>
<tr>
<td>SP2-Free</td>
<td>0.386</td>
<td>44.2</td>
<td>30487</td>
<td>19.7</td>
<td>31.4</td>
<td>19.5</td>
<td>244</td>
<td>227</td>
<td>0.930</td>
</tr>
<tr>
<td>SP1-Fixed</td>
<td>0.524</td>
<td>42.8</td>
<td>30110</td>
<td>19.7</td>
<td>35.6</td>
<td>22.4</td>
<td>426</td>
<td>396</td>
<td>0.929</td>
</tr>
<tr>
<td>SP2-Fixed</td>
<td>0.386</td>
<td>44.2</td>
<td>30487</td>
<td>19.7</td>
<td>31.4</td>
<td>19.5</td>
<td>244</td>
<td>332</td>
<td>1.36</td>
</tr>
</tbody>
</table>
Table A1. Details of Corner Gusset Plates (continued)

<table>
<thead>
<tr>
<th>Specimen</th>
<th>$t$ in.</th>
<th>$F_y$ ksi</th>
<th>$E$ ksi</th>
<th>$L$ in.</th>
<th>$\theta$ deg</th>
<th>$b_e$ in.</th>
<th>$P_c$ kips</th>
<th>$P_e$ kips</th>
<th>$P_e/P_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walbridge et al. (1998)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GP1B1</td>
<td>0.236</td>
<td>43.5</td>
<td>29878</td>
<td>8.72</td>
<td>35.7</td>
<td>18.6</td>
<td>163</td>
<td>155</td>
<td>0.952</td>
</tr>
<tr>
<td>GP1B3</td>
<td>0.236</td>
<td>43.5</td>
<td>29878</td>
<td>8.72</td>
<td>35.7</td>
<td>18.6</td>
<td>163</td>
<td>156</td>
<td>0.957</td>
</tr>
<tr>
<td>GP2B7</td>
<td>0.354</td>
<td>43.5</td>
<td>29878</td>
<td>8.72</td>
<td>39.1</td>
<td>20.7</td>
<td>296</td>
<td>290</td>
<td>0.980</td>
</tr>
<tr>
<td>GP3B11</td>
<td>0.472</td>
<td>43.5</td>
<td>29878</td>
<td>8.72</td>
<td>40.7</td>
<td>21.7</td>
<td>428</td>
<td>403</td>
<td>0.941</td>
</tr>
<tr>
<td>GP1MC20</td>
<td>0.524</td>
<td>42.8</td>
<td>30110</td>
<td>8.56</td>
<td>41.2</td>
<td>17.1</td>
<td>372</td>
<td>466</td>
<td>1.25</td>
</tr>
<tr>
<td>GP2MC22</td>
<td>0.386</td>
<td>44.2</td>
<td>30487</td>
<td>8.56</td>
<td>39.7</td>
<td>16.4</td>
<td>264</td>
<td>302</td>
<td>1.14</td>
</tr>
<tr>
<td>GP3MC24</td>
<td>0.256</td>
<td>39.9</td>
<td>28428</td>
<td>8.56</td>
<td>36.9</td>
<td>15.0</td>
<td>135</td>
<td>160</td>
<td>1.18</td>
</tr>
<tr>
<td>A2CL2</td>
<td>0.243</td>
<td>64.3</td>
<td>29878</td>
<td>8.72</td>
<td>33.7</td>
<td>17.5</td>
<td>218</td>
<td>246</td>
<td>1.13</td>
</tr>
<tr>
<td>A4CL4</td>
<td>0.243</td>
<td>64.3</td>
<td>29878</td>
<td>8.72</td>
<td>33.7</td>
<td>17.5</td>
<td>218</td>
<td>252</td>
<td>1.15</td>
</tr>
<tr>
<td>Nast et al. (1999)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T2-FE</td>
<td>0.378</td>
<td>61.5</td>
<td>31256</td>
<td>8.72</td>
<td>38.5</td>
<td>20.3</td>
<td>434</td>
<td>444</td>
<td>1.02</td>
</tr>
<tr>
<td>T2</td>
<td>0.378</td>
<td>61.5</td>
<td>31256</td>
<td>8.72</td>
<td>38.5</td>
<td>20.3</td>
<td>434</td>
<td>380</td>
<td>0.876</td>
</tr>
<tr>
<td>Sheng et al. (2002)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>500×400×13.3×240</td>
<td>0.524</td>
<td>42.8</td>
<td>29008</td>
<td>11.3</td>
<td>39.8</td>
<td>11.9</td>
<td>251</td>
<td>366</td>
<td>1.45</td>
</tr>
<tr>
<td>500×400×13.3×310</td>
<td>0.524</td>
<td>42.8</td>
<td>29008</td>
<td>8.56</td>
<td>41.2</td>
<td>17.1</td>
<td>372</td>
<td>447</td>
<td>1.20</td>
</tr>
<tr>
<td>500×400×13.3×380</td>
<td>0.524</td>
<td>42.8</td>
<td>29008</td>
<td>5.80</td>
<td>42.5</td>
<td>22.8</td>
<td>504</td>
<td>528</td>
<td>1.05</td>
</tr>
<tr>
<td>750×400×13.3×240</td>
<td>0.389</td>
<td>44.2</td>
<td>29008</td>
<td>11.3</td>
<td>39.8</td>
<td>11.9</td>
<td>251</td>
<td>359</td>
<td>1.43</td>
</tr>
<tr>
<td>750×400×13.3×310</td>
<td>0.389</td>
<td>44.2</td>
<td>29008</td>
<td>8.56</td>
<td>39.6</td>
<td>16.4</td>
<td>265</td>
<td>322</td>
<td>1.22</td>
</tr>
<tr>
<td>750×400×13.3×380</td>
<td>0.389</td>
<td>44.2</td>
<td>29008</td>
<td>5.80</td>
<td>41.5</td>
<td>22.2</td>
<td>370</td>
<td>420</td>
<td>1.13</td>
</tr>
<tr>
<td>750×400×9.87×240</td>
<td>0.389</td>
<td>44.2</td>
<td>29008</td>
<td>11.3</td>
<td>37.7</td>
<td>11.2</td>
<td>173</td>
<td>257</td>
<td>1.48</td>
</tr>
<tr>
<td>750×400×9.87×310</td>
<td>0.389</td>
<td>44.2</td>
<td>29008</td>
<td>8.56</td>
<td>39.6</td>
<td>16.4</td>
<td>265</td>
<td>322</td>
<td>1.22</td>
</tr>
<tr>
<td>750×400×9.87×380</td>
<td>0.389</td>
<td>44.2</td>
<td>29008</td>
<td>5.80</td>
<td>41.5</td>
<td>22.2</td>
<td>371</td>
<td>408</td>
<td>1.10</td>
</tr>
<tr>
<td>500×400×6.5×240</td>
<td>0.256</td>
<td>39.9</td>
<td>29008</td>
<td>11.3</td>
<td>33.9</td>
<td>10.1</td>
<td>82.7</td>
<td>114</td>
<td>1.38</td>
</tr>
<tr>
<td>500×400×6.5×310</td>
<td>0.256</td>
<td>39.9</td>
<td>29008</td>
<td>8.56</td>
<td>37.0</td>
<td>15.1</td>
<td>136</td>
<td>156</td>
<td>1.15</td>
</tr>
<tr>
<td>500×400×6.5×380</td>
<td>0.256</td>
<td>39.9</td>
<td>29008</td>
<td>5.80</td>
<td>39.8</td>
<td>21.0</td>
<td>203</td>
<td>222</td>
<td>1.03</td>
</tr>
<tr>
<td>750×400×6.5×240</td>
<td>0.256</td>
<td>39.9</td>
<td>29008</td>
<td>11.3</td>
<td>33.9</td>
<td>10.1</td>
<td>82.7</td>
<td>112</td>
<td>1.35</td>
</tr>
<tr>
<td>750×400×6.5×53×10</td>
<td>0.256</td>
<td>39.9</td>
<td>29008</td>
<td>8.56</td>
<td>37.0</td>
<td>15.1</td>
<td>136</td>
<td>150</td>
<td>1.05</td>
</tr>
<tr>
<td>750×400×6.5×380</td>
<td>0.256</td>
<td>39.9</td>
<td>29008</td>
<td>5.80</td>
<td>39.8</td>
<td>21.0</td>
<td>203</td>
<td>207</td>
<td>1.02</td>
</tr>
<tr>
<td>Hamedani et al. (2011)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GP1</td>
<td>0.524</td>
<td>42.8</td>
<td>30110</td>
<td>8.56</td>
<td>41.2</td>
<td>17.2</td>
<td>373</td>
<td>462</td>
<td>1.24</td>
</tr>
<tr>
<td>GP2</td>
<td>0.386</td>
<td>44.2</td>
<td>30487</td>
<td>8.56</td>
<td>39.7</td>
<td>16.4</td>
<td>264</td>
<td>312</td>
<td>1.18</td>
</tr>
<tr>
<td>GP3</td>
<td>0.256</td>
<td>39.9</td>
<td>28428</td>
<td>8.56</td>
<td>36.9</td>
<td>15.1</td>
<td>135</td>
<td>172</td>
<td>1.27</td>
</tr>
<tr>
<td>Hafner (2012)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.250</td>
<td>47.0</td>
<td>29000</td>
<td>28.4</td>
<td>30.0</td>
<td>34.8</td>
<td>88.1</td>
<td>146</td>
<td>1.66</td>
</tr>
<tr>
<td>2</td>
<td>0.250</td>
<td>45.1</td>
<td>29000</td>
<td>28.4</td>
<td>30.0</td>
<td>34.8</td>
<td>88.1</td>
<td>163</td>
<td>1.85</td>
</tr>
<tr>
<td>3</td>
<td>0.375</td>
<td>45.9</td>
<td>29000</td>
<td>28.4</td>
<td>30.0</td>
<td>34.8</td>
<td>286</td>
<td>273</td>
<td>0.955</td>
</tr>
<tr>
<td>4</td>
<td>0.250</td>
<td>45.1</td>
<td>29000</td>
<td>28.4</td>
<td>30.0</td>
<td>34.8</td>
<td>88.1</td>
<td>128</td>
<td>1.45</td>
</tr>
<tr>
<td>5</td>
<td>0.375</td>
<td>46.1</td>
<td>29000</td>
<td>28.4</td>
<td>30.0</td>
<td>34.8</td>
<td>286</td>
<td>290</td>
<td>1.01</td>
</tr>
<tr>
<td>6</td>
<td>0.375</td>
<td>46.3</td>
<td>29000</td>
<td>28.4</td>
<td>30.0</td>
<td>34.8</td>
<td>286</td>
<td>249</td>
<td>0.869</td>
</tr>
</tbody>
</table>
### Table A1. Details of Corner Gusset Plates (continued)

<table>
<thead>
<tr>
<th>Specimen</th>
<th>t</th>
<th>$F_y$</th>
<th>$E$</th>
<th>$L$</th>
<th>$\theta$</th>
<th>$b_e$</th>
<th>$P_c$</th>
<th>$P_e$</th>
<th>$P_e/P_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>in.</td>
<td>ksi</td>
<td>ksi</td>
<td>in.</td>
<td>deg</td>
<td>in.</td>
<td>kips</td>
<td>kips</td>
<td></td>
</tr>
<tr>
<td><strong>Mentes (2011)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GP307-SS3</td>
<td>0.375</td>
<td>36.4</td>
<td>29000</td>
<td>13.1</td>
<td>37.0</td>
<td>28.8</td>
<td>347</td>
<td>358</td>
<td>1.03</td>
</tr>
<tr>
<td>GP307-LS3</td>
<td>0.375</td>
<td>48.2</td>
<td>29000</td>
<td>18.1</td>
<td>31.2</td>
<td>28.2</td>
<td>372</td>
<td>398</td>
<td>1.07</td>
</tr>
<tr>
<td>GP490-SS3</td>
<td>0.375</td>
<td>46.4</td>
<td>29000</td>
<td>13.1</td>
<td>35.8</td>
<td>24.4</td>
<td>362</td>
<td>364</td>
<td>1.00</td>
</tr>
<tr>
<td>GP490-LS3-1</td>
<td>0.375</td>
<td>45.9</td>
<td>29000</td>
<td>18.1</td>
<td>31.6</td>
<td>22.3</td>
<td>285</td>
<td>264</td>
<td>0.928</td>
</tr>
<tr>
<td><strong>Naghipour et al. (2013)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.157</td>
<td>53.7</td>
<td>30458</td>
<td>16.6</td>
<td>30.0</td>
<td>9.91</td>
<td>19.2</td>
<td>25.3</td>
<td>1.32</td>
</tr>
<tr>
<td>2</td>
<td>0.157</td>
<td>53.7</td>
<td>30458</td>
<td>13.9</td>
<td>30.0</td>
<td>13.1</td>
<td>36.4</td>
<td>45.2</td>
<td>1.24</td>
</tr>
<tr>
<td>3</td>
<td>0.157</td>
<td>53.7</td>
<td>30458</td>
<td>11.1</td>
<td>30.0</td>
<td>16.3</td>
<td>62.5</td>
<td>82.9</td>
<td>1.33</td>
</tr>
<tr>
<td>4</td>
<td>0.157</td>
<td>53.7</td>
<td>30458</td>
<td>8.3</td>
<td>30.9</td>
<td>20.1</td>
<td>99.2</td>
<td>169</td>
<td>1.70</td>
</tr>
<tr>
<td>5</td>
<td>0.315</td>
<td>53.7</td>
<td>30458</td>
<td>22.2</td>
<td>30.0</td>
<td>9.91</td>
<td>76.2</td>
<td>55.6</td>
<td>0.729</td>
</tr>
<tr>
<td>6</td>
<td>0.315</td>
<td>53.7</td>
<td>30458</td>
<td>19.4</td>
<td>30.0</td>
<td>13.1</td>
<td>36.4</td>
<td>45.2</td>
<td>1.24</td>
</tr>
<tr>
<td>7</td>
<td>0.315</td>
<td>53.7</td>
<td>30458</td>
<td>16.7</td>
<td>30.9</td>
<td>16.8</td>
<td>166</td>
<td>141</td>
<td>0.849</td>
</tr>
<tr>
<td>8</td>
<td>0.315</td>
<td>53.7</td>
<td>30458</td>
<td>13.9</td>
<td>30.0</td>
<td>16.3</td>
<td>62.5</td>
<td>82.9</td>
<td>1.33</td>
</tr>
<tr>
<td>9</td>
<td>0.315</td>
<td>53.7</td>
<td>30458</td>
<td>11.1</td>
<td>30.0</td>
<td>16.8</td>
<td>166</td>
<td>141</td>
<td>0.849</td>
</tr>
<tr>
<td>10</td>
<td>0.315</td>
<td>53.7</td>
<td>30458</td>
<td>8.3</td>
<td>30.9</td>
<td>20.1</td>
<td>99.2</td>
<td>169</td>
<td>1.70</td>
</tr>
<tr>
<td>11</td>
<td>0.315</td>
<td>53.7</td>
<td>30458</td>
<td>15.9</td>
<td>36.7</td>
<td>20.0</td>
<td>360</td>
<td>420</td>
<td>1.17</td>
</tr>
<tr>
<td>12</td>
<td>0.315</td>
<td>53.7</td>
<td>30458</td>
<td>13.1</td>
<td>38.3</td>
<td>25.3</td>
<td>475</td>
<td>485</td>
<td>1.02</td>
</tr>
<tr>
<td>13</td>
<td>0.315</td>
<td>53.7</td>
<td>30458</td>
<td>10.4</td>
<td>39.8</td>
<td>31.1</td>
<td>605</td>
<td>547</td>
<td>0.905</td>
</tr>
<tr>
<td>14</td>
<td>0.315</td>
<td>53.7</td>
<td>30458</td>
<td>8.3</td>
<td>30.9</td>
<td>20.1</td>
<td>99.2</td>
<td>169</td>
<td>1.70</td>
</tr>
<tr>
<td>15</td>
<td>0.315</td>
<td>53.7</td>
<td>30458</td>
<td>3.3</td>
<td>35.1</td>
<td>15.1</td>
<td>260</td>
<td>321</td>
<td>1.24</td>
</tr>
<tr>
<td>16</td>
<td>0.315</td>
<td>53.7</td>
<td>30458</td>
<td>1.5</td>
<td>31.0</td>
<td>10.2</td>
<td>101</td>
<td>93.4</td>
<td>0.926</td>
</tr>
<tr>
<td><strong>White et al. (2013)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P5U-WV-NP-01</td>
<td>0.250</td>
<td>53.0</td>
<td>29000</td>
<td>23.8</td>
<td>30.0</td>
<td>43.2</td>
<td>155</td>
<td>263</td>
<td>1.69</td>
</tr>
<tr>
<td>1</td>
<td>0.313</td>
<td>53.0</td>
<td>29000</td>
<td>23.8</td>
<td>30.0</td>
<td>43.2</td>
<td>301</td>
<td>390</td>
<td>1.30</td>
</tr>
<tr>
<td>2</td>
<td>0.375</td>
<td>53.0</td>
<td>29000</td>
<td>23.8</td>
<td>30.0</td>
<td>43.2</td>
<td>471</td>
<td>525</td>
<td>1.22</td>
</tr>
<tr>
<td>3</td>
<td>0.400</td>
<td>53.0</td>
<td>29000</td>
<td>23.8</td>
<td>30.0</td>
<td>43.2</td>
<td>540</td>
<td>585</td>
<td>1.08</td>
</tr>
<tr>
<td>4</td>
<td>0.438</td>
<td>53.0</td>
<td>29000</td>
<td>23.8</td>
<td>30.0</td>
<td>43.2</td>
<td>644</td>
<td>675</td>
<td>1.05</td>
</tr>
<tr>
<td>5</td>
<td>0.500</td>
<td>53.0</td>
<td>29000</td>
<td>23.8</td>
<td>30.0</td>
<td>43.2</td>
<td>828</td>
<td>818</td>
<td>0.987</td>
</tr>
<tr>
<td>6</td>
<td>0.625</td>
<td>53.0</td>
<td>29000</td>
<td>23.8</td>
<td>30.0</td>
<td>43.2</td>
<td>1227</td>
<td>1073</td>
<td>0.874</td>
</tr>
<tr>
<td>P6U-WV-NP-02</td>
<td>0.250</td>
<td>53.0</td>
<td>29000</td>
<td>18.5</td>
<td>30.0</td>
<td>46.2</td>
<td>270</td>
<td>260</td>
<td>0.963</td>
</tr>
<tr>
<td>1</td>
<td>0.313</td>
<td>53.0</td>
<td>29000</td>
<td>18.5</td>
<td>30.0</td>
<td>46.2</td>
<td>453</td>
<td>396</td>
<td>1.07</td>
</tr>
<tr>
<td>2</td>
<td>0.375</td>
<td>53.0</td>
<td>29000</td>
<td>18.5</td>
<td>30.0</td>
<td>46.2</td>
<td>638</td>
<td>554</td>
<td>0.868</td>
</tr>
<tr>
<td>3</td>
<td>0.438</td>
<td>53.0</td>
<td>29000</td>
<td>18.5</td>
<td>32.5</td>
<td>49.4</td>
<td>878</td>
<td>723</td>
<td>0.824</td>
</tr>
<tr>
<td>4</td>
<td>0.500</td>
<td>53.0</td>
<td>29000</td>
<td>18.5</td>
<td>34.3</td>
<td>51.9</td>
<td>1121</td>
<td>904</td>
<td>0.807</td>
</tr>
<tr>
<td>5</td>
<td>0.600</td>
<td>53.0</td>
<td>29000</td>
<td>18.5</td>
<td>36.7</td>
<td>55.3</td>
<td>1607</td>
<td>1266</td>
<td>0.787</td>
</tr>
<tr>
<td>6</td>
<td>0.625</td>
<td>53.0</td>
<td>29000</td>
<td>18.5</td>
<td>36.7</td>
<td>55.3</td>
<td>1607</td>
<td>1266</td>
<td>0.787</td>
</tr>
<tr>
<td>P8U-WV-INF-02</td>
<td>0.500</td>
<td>53.0</td>
<td>29000</td>
<td>25.3</td>
<td>30.0</td>
<td>49.6</td>
<td>900</td>
<td>987</td>
<td>1.10</td>
</tr>
<tr>
<td>P13U-W-NP-01</td>
<td>0.250</td>
<td>53.0</td>
<td>29000</td>
<td>19.6</td>
<td>30.0</td>
<td>46.6</td>
<td>249</td>
<td>322</td>
<td>1.30</td>
</tr>
<tr>
<td>1</td>
<td>0.313</td>
<td>53.0</td>
<td>29000</td>
<td>19.6</td>
<td>30.0</td>
<td>46.6</td>
<td>431</td>
<td>479</td>
<td>1.11</td>
</tr>
<tr>
<td>2</td>
<td>0.375</td>
<td>53.0</td>
<td>29000</td>
<td>19.6</td>
<td>30.0</td>
<td>46.6</td>
<td>618</td>
<td>636</td>
<td>1.03</td>
</tr>
<tr>
<td>3</td>
<td>0.400</td>
<td>53.0</td>
<td>29000</td>
<td>19.6</td>
<td>30.2</td>
<td>46.9</td>
<td>697</td>
<td>702</td>
<td>1.01</td>
</tr>
</tbody>
</table>
### Table A2. Details of Extended Corner Gusset Plates

<table>
<thead>
<tr>
<th>Specimen</th>
<th>$t$ in.</th>
<th>$F_y$ ksi</th>
<th>$E$ ksi</th>
<th>$L$ in.</th>
<th>$\theta$ deg</th>
<th>$b_e$ in.</th>
<th>$P_c$ kips</th>
<th>$P_e$ kips</th>
<th>$P_e/P_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sheng et al. (2002)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>440x310x13.3x240</td>
<td>0.524</td>
<td>42.8</td>
<td>29008</td>
<td>11.3</td>
<td>39.8</td>
<td>11.9</td>
<td>244</td>
<td>333</td>
<td>1.36</td>
</tr>
<tr>
<td>440x310x13.3x310</td>
<td>0.524</td>
<td>42.8</td>
<td>29008</td>
<td>8.56</td>
<td>41.2</td>
<td>17.1</td>
<td>365</td>
<td>403</td>
<td>1.10</td>
</tr>
<tr>
<td>440x310x13.3x380</td>
<td>0.524</td>
<td>42.8</td>
<td>29008</td>
<td>5.80</td>
<td>42.5</td>
<td>22.8</td>
<td>499</td>
<td>496</td>
<td>0.994</td>
</tr>
<tr>
<td>390x200x13.3x240</td>
<td>0.524</td>
<td>42.8</td>
<td>29008</td>
<td>11.3</td>
<td>39.8</td>
<td>10.6</td>
<td>217</td>
<td>277</td>
<td>1.27</td>
</tr>
<tr>
<td>390x200x13.3x310</td>
<td>0.524</td>
<td>42.8</td>
<td>29008</td>
<td>8.56</td>
<td>41.2</td>
<td>14.4</td>
<td>308</td>
<td>335</td>
<td>1.09</td>
</tr>
<tr>
<td>390x200x13.3x380</td>
<td>0.524</td>
<td>42.8</td>
<td>29008</td>
<td>5.80</td>
<td>42.5</td>
<td>17.0</td>
<td>373</td>
<td>463</td>
<td>1.24</td>
</tr>
<tr>
<td>390x200x9.87x240</td>
<td>0.389</td>
<td>44.2</td>
<td>29008</td>
<td>11.3</td>
<td>37.7</td>
<td>10.2</td>
<td>149</td>
<td>197</td>
<td>1.32</td>
</tr>
<tr>
<td>390x200x9.87x310</td>
<td>0.389</td>
<td>44.2</td>
<td>29008</td>
<td>8.56</td>
<td>39.6</td>
<td>14.4</td>
<td>226</td>
<td>243</td>
<td>1.08</td>
</tr>
<tr>
<td>390x200x9.87x380</td>
<td>0.389</td>
<td>44.2</td>
<td>29008</td>
<td>5.80</td>
<td>41.5</td>
<td>17.0</td>
<td>281</td>
<td>327</td>
<td>1.16</td>
</tr>
<tr>
<td>390x200x6.5x240</td>
<td>0.256</td>
<td>39.9</td>
<td>29008</td>
<td>11.3</td>
<td>33.9</td>
<td>9.69</td>
<td>70.3</td>
<td>90.8</td>
<td>1.29</td>
</tr>
<tr>
<td>390x200x6.5x310</td>
<td>0.256</td>
<td>39.9</td>
<td>29008</td>
<td>8.56</td>
<td>37.0</td>
<td>14.1</td>
<td>118</td>
<td>126</td>
<td>1.06</td>
</tr>
<tr>
<td>390x200x6.5x380</td>
<td>0.256</td>
<td>39.9</td>
<td>29008</td>
<td>5.80</td>
<td>39.8</td>
<td>17.0</td>
<td>159</td>
<td>172</td>
<td>1.08</td>
</tr>
<tr>
<td>A5</td>
<td>0.367</td>
<td>65.1</td>
<td>29878</td>
<td>15.2</td>
<td>31.6</td>
<td>16.3</td>
<td>242</td>
<td>204</td>
<td>0.843</td>
</tr>
</tbody>
</table>

Rabinovitch and Cheng (1993)
SYMBOLS

\( C \) Constraint factor
\( C_R \) Correction factor
\( E \) Modulus of elasticity, ksi
\( F_y \) Specified minimum yield strength, ksi
\( K \) Effective length factor used in the buckling strength calculation
\( K_\theta \) Effective length factor used for calculating the stress dispersion angle, \( \theta \)
\( L \) Column length, in.
\( V_G \) Coefficient of variation for the geometric properties
\( V_M \) Coefficient of variation for the material properties
\( V_P \) Coefficient of variation for the test-to-predicted strength ratios
\( V_R \) Coefficient of variation
\( a \) Crack half-length, in.
\( b_e \) Effective width, in.
\( l \) Length, parallel to the load, of the connection between outermost fasteners, in.
\( r \) Radius of gyration, in.
\( \alpha \) Factor accounting for inelastic potential
\( \alpha_R \) Separation factor
\( \beta \) Geometry factor
\( \beta_R \) Reliability index
\( \lambda \) Inelastic material parameter
\( \lambda_c \) Slenderness parameter
\( \lambda_r \) Limiting slenderness parameter between elastic and inelastic behavior
\( \phi \) Reduction factor for designing according to LRFD
\( \rho_G \) Bias coefficient for the geometric properties
\( \rho_M \) Bias coefficient for the material properties
\( \rho_P \) Bias coefficient for the test-to-predicted strength ratios. Mean value of the professional factor calculated with the measured geometric and material properties.
\( \rho_R \) Bias coefficient
\( \theta \) Stress dispersion angle, deg
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Updated Equivalent Axial Load Method for Design of Steel Beam-Columns

MATHEW REYNOLDS and CHIA-MING UANG

ABSTRACT
The equivalent axial load method is a design aid that aims to select candidate wide-flange beam-columns with minimal iteration. The method itself was described in previous editions of the AISC Steel Construction Manual but has been removed in recent editions. An expanded version of the tables for sizing of both shallow and deep beam-columns based on the latest edition of the AISC Manual is presented. Several examples of uniaxial and biaxially loaded beam-columns are provided to demonstrate the effectiveness of the method. The method is validated using a programmed heuristic that designed beam-columns from randomly generated scenarios.

Keywords: beam-column, equivalent axial load, design.

INTRODUCTION
The equivalent axial load method was first developed by Burgett (1973) to efficiently select a candidate shape for the design of steel W-shape beam-columns. In this method, the required moment is first converted into an equivalent axial load component by using the "m" factor before it is added to the required axial load. Together with the column design strength table in the AISC Steel Construction Manual, a designer can use this equivalent axial load to select a candidate shape. The goal is that the candidate shape is either the most economical shape or very close to it. A table of m values was adopted into Part 3 (Column Design) of the 9th edition of the AISC Allowable Stress Design (ASD) Steel Construction Manual (1989) and the 1st edition of the AISC Load and Resistance Factor Design (LRFD) Steel Construction Manual (1986). The LRFD version of the table was found to produce erroneously large equivalent axial loads and was subsequently updated by Uang et al. (1990); these corrected values were incorporated into the 2nd edition of the AISC LRFD Manual (1994). Because column tables in these editions list shallow wide-flange shapes up to W14 shapes, m values were only derived for W-shapes up to a nominal depth of 14 in.

The 3rd edition of the AISC LRFD Manual (2001) saw the development of Part 6 for members subject to combined loading. This edition of the AISC Manual elected to adopt a method of using reciprocal coefficients of b, m, and n developed by Aminmansour (2000):

\[ b = \frac{1}{\phi P_n} \]  
\[ m = \frac{8}{9\phi b M_{nx}} \]  
\[ n = \frac{8}{9\phi b M_{ny}} \]

These factors represent the reciprocal of the axial, major-axis bending, and minor-axis bending design strengths, respectively. Note that the m in this method does not relate to the m from the equivalent axial load method. It was proposed that an initial trial shape be evaluated by using Table 6-1 of the 3rd edition of the AISC LRFD Manual, which included median values of the reciprocals for each depth group (from W4 to W40 shapes). Applicable to shallow shapes and shapes deeper than W14, the proposed method to select a trial shape would be to use either the median m or b and solve for the required b or m. There was no formal guidance provided to determine the required depth of shape other than to focus on deep shapes when the moment demands dominate.

In the 13th (2005) and 14th (2011) editions of the unified AISC ASD and LRFD Steel Construction Manual, the method for selecting a trial shape by Aminmansour was removed and the tables of reciprocals became Table 6-1, where the reciprocals were renamed p, b, and c. The latest edition, the 15th, of the AISC Manual (AISC, 2017) presents a new way of organizing the beam-column design table. In this table, the information from the column design tables (Table 4-1) and beam design tables (Table 3-10) are presented side-by-side in Table 6-2. However, no guidance
is provided in the Manual on the selection of an initial trial beam-column W-shape for design purposes. Designers may resort to other resources—for example, a simplified table of m values for use in the equivalent axial load method in Geschwindner et al. (2017).

**SCOPE**

Using Table 6-2 in the 15th edition of the AISC Manual, it is believed that an updated m table for the equivalent axial load method will provide a straightforward and robust methodology for selecting a candidate wide-flange beam-column. This updated table will also encourage the use of shapes deeper than W14 (i.e., beam-type shapes) for beam-columns through the inclusion of m values up to W36 shapes. This is made possible through inclusion of shapes beyond W14 being tabulated in AISC Manual Table 6-2. In addition, for the first time an equation has been developed to guide users on selecting an appropriate depth of W-shaped beam-columns subjected to major-axis bending.

**DERIVATION**

The design of W-shape beam-columns is covered in AISC Specification Section H (2016). The design of beam-columns is governed by one of two interaction equations:

\[
\frac{P_t}{P_c} + \frac{8}{9} \left( \frac{M_{rx}}{M_{cx}} + \frac{M_{ry}}{M_{cy}} \right) \leq 1.0 \quad \text{when} \quad \frac{P_t}{P_c} \geq 0.2
\]

(Spec. Eq. H1-1a)

\[
\frac{P_t}{2P_c} + \left( \frac{M_{rx}}{M_{cx}} + \frac{M_{ry}}{M_{cy}} \right) \leq 1.0 \quad \text{when} \quad \frac{P_t}{P_c} < 0.2
\]

(Spec. Eq. H1-1b)

The equivalent axial load method rewrites these interaction equations into Equations 4a and 4b.

\[
P_{eq} = P_t + mM_{rx} + \mu u M_{ry} \leq P_c \quad \text{when} \quad \frac{P_t}{P_c} \geq 0.2
\]  

(4a)

\[
P_{eq} = \frac{P_t}{2} + \frac{9}{8} mM_{rx} + \frac{9}{8} \mu u M_{ry} \leq P_c \quad \text{when} \quad \frac{P_t}{P_c} < 0.2
\]  

(4b)

The left-hand side of these equations represents the equivalent axial load, \( P_{eq} \). The coefficients \( m \) and \( u \) are defined in Equations 5 and 6.

\[
m = \frac{8}{9} \frac{P_c}{M_{cx}}
\]

(5)

\[
u = \frac{M_{cx}}{M_{cy}}
\]

(6)

Because the shapes are assumed to be compact, the design flexural strength in the major and minor directions are governed by AISC Specification Sections F2 and F6, respectively. Similarly, the design axial strength is governed by AISC Specification Section E3 using the least radius of gyration, \( r_r \). Note that \( \phi \) for computing \( P_t \) was 0.85 in the 1st edition of the AISC LRFD Specification, but was changed to and has remained 0.9 since the 13th edition.

The first step in deriving \( m \) values is to compute their value for every W-shape over a range of lengths. The range of W-shapes used for the derivation is limited to those which are classified as compact for \( F_y \) equal to 50 ksi. The values of \( m \) are then averaged across each nominal depth increment to provide an average \( m \) for each depth. For example, the \( m \) value for the W14 group is averaged across all weights between W14×61 to W14×311 (see Figure 1). Table 1 shows the computed values of \( m \) when the moment gradient adjustment factor for lateral-torsional buckling (LTB), \( C_b \), is equal to 1.0. Table 2 shows another set of \( m \) values based on the major-axis flexural strength reaching the nominal plastic moment, a condition that is a function of \( L_b \) and \( C_b \) values. This condition is automatically satisfied in the plastic LTB region—that is, \( L_b \leq L_p \). In the inelastic LTB region—that is, \( L_b < L_p < L_r \), \( C_b \) needs to be sufficiently large (\( C_b = 1 \) at \( L_b = L_p \) and \( C_b = 1.43 \) at \( L_b = L_r \)). An even larger value of \( C_b \) (>1.43) is required to satisfy this condition in the elastic LTB region \( (L_b > L_r) \). Table 2 shows in light gray the values that are different from those in Table 1. Values in either table assume a yield stress equal to 50 ksi. In lieu of providing additional tables, it is found that the increase to 65 ksi yield stress results in an approximate reduction factor of 0.95 to these values.

Unless limited by factors like architectural limitations, choosing the nominal shape depth of an economical
beam-column is not straightforward. Previous editions of the \( m \) table have included first approximation values that would assist in choosing a nominal depth range. Based on the nominal shape depth of the first trial shape, the user then can update the equivalent axial load based on the subsequent approximation \( m \) values for an improved shape. This approach may result in conservative designs as the efficiency of moving to a deeper shape when under the influence of relatively high moment may not be realized unless the designer checks many different shapes. This effect can readily be observed by comparing the gradient of the equivalent axial load for a given set of required axial load and moment as one selects incrementally deeper shapes. For example, consider a 16-ft-long beam-column subjected to an axial load of 500 kips and a major-axis bending moment of 700 kip-ft. Using Table 1, \( P_{eq} \) equals 1,480 kips when considering a W14 shape compared to 1,060 kips when considering a W27 shape. A decrease of 30% of equivalent axial load is realized by moving to a deeper W-shape.

Instead of suggesting a first approximation for the value

<table>
<thead>
<tr>
<th>( m ) and ( u )</th>
<th>Fy = 50 ksi, ( C_b = 1.0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Values of ( m )</td>
<td>Values of u</td>
</tr>
<tr>
<td>( L_e ) (ft)</td>
<td>8</td>
</tr>
<tr>
<td>W8</td>
<td>2.7</td>
</tr>
<tr>
<td>W10</td>
<td>2.2</td>
</tr>
<tr>
<td>W12</td>
<td>1.9</td>
</tr>
<tr>
<td>W14</td>
<td>1.6</td>
</tr>
<tr>
<td>W16</td>
<td>1.4</td>
</tr>
<tr>
<td>W18</td>
<td>1.3</td>
</tr>
<tr>
<td>W21</td>
<td>1.1</td>
</tr>
<tr>
<td>W24</td>
<td>1</td>
</tr>
<tr>
<td>W27</td>
<td>0.9</td>
</tr>
<tr>
<td>W30</td>
<td>0.8</td>
</tr>
<tr>
<td>W33</td>
<td>0.8</td>
</tr>
<tr>
<td>W36</td>
<td>0.7</td>
</tr>
</tbody>
</table>

For \( F_y = 65 \) ksi, multiply \( m \) value by 0.95.

\( a \)

| \( m \) and \( u \) | High Moment Gradient (\( F_y = 50 \) ksi, \( M_{cx} = M_p \)) | Values of \( m \) | Values of u |
|-------------------|--------------------------|
| \( L_e \) (ft) | 8 | 10 | 12 | 14 | 16 | 18 | 20 | 22 | 24+ |
| W8 | 2.6 | 2.3 | 2.1 | 1.8 | 1.5 | 1.3 | 1 | 0.9 | 0.7 | 2.3 |
| W10 | 2.2 | 2.1 | 1.9 | 1.7 | 1.6 | 1.4 | 1.2 | 1 | 0.9 | 2.3 |
| W12 | 1.9 | 1.8 | 1.7 | 1.6 | 1.5 | 1.4 | 1.3 | 1.2 | 1 | 2.3 |
| W14 | 1.6 | 1.6 | 1.5 | 1.5 | 1.4 | 1.3 | 1.2 | 1.1 | 1 | 2.3 |
| W16 | 1.4 | 1.3 | 1.2 | 1 | 0.9 | 0.8 | 0.7 | 0.6 | 0.5 | 4.1 |
| W18 | 1.3 | 1.2 | 1.1 | 1 | 0.9 | 0.8 | 0.7 | 0.6 | 0.6 | 4.1 |
| W21 | 1.1 | 1.1 | 1 | 0.9 | 0.9 | 0.8 | 0.7 | 0.6 | 0.6 | 4.3 |
| W24 | 1 | 1 | 0.9 | 0.9 | 0.8 | 0.7 | 0.7 | 0.6 | 0.6 | 4.4 |
| W27 | 0.9 | 0.9 | 0.8 | 0.8 | 0.8 | 0.7 | 0.7 | 0.6 | 0.6 | 4.6 |
| W30 | 0.8 | 0.8 | 0.8 | 0.7 | 0.7 | 0.7 | 0.6 | 0.6 | 0.5 | 4.8 |
| W33 | 0.8 | 0.7 | 0.7 | 0.7 | 0.6 | 0.6 | 0.5 | 0.5 | 0.5 | 5.1 |
| W36 | 0.7 | 0.7 | 0.7 | 0.6 | 0.6 | 0.5 | 0.5 | 0.4 | 0.4 | 6.1 |

For convenience, values different from Table 1 are shown in gray.
of \( m \), an approximate depth of shape can be computed from Equation 7, which has been derived based on curve-fitting randomly generated design scenarios compared with the most efficient W-shape as determined from an exhaustive analysis. The exhaustive analysis determines the most efficient wide-flange shape after performing the appropriate axial and bending interaction check using AISC Specification Equation H1-1a or H1-1b on every shape in the AISC W-shape database.

\[
D = 1.2\sqrt{\frac{P_u L_c}{L_c}} + 1.1\sqrt{\frac{M_u L_c}{3L_c}}
\]

where the units of \( M_u \) and \( P_u \) are in kip-ft and kips, \( L_c \) in ft, and \( D \) in inches.

The first term, \( 1.2\sqrt{\frac{P_u L_c}{L_c}} \), represents the most efficient depth of column for a given axial load and length. The second term, \( 1.1\sqrt{\frac{M_u L_c}{3L_c}} \), represents the additional depth required for a given major-axis flexural demand. The last term is a correction factor that dominates for shorter columns with lengths less than 14 ft. Considering the preceding example, the estimated depth as computed using Equation 7 is 23.4 in. Therefore, the closest depth available of 24 in. can be chosen for a trial W-shape. The most efficient W-shape, determined by exhaustive analysis, is a W24×131. This step (using Equation 7) is only required if the designer has no other considerations on the depth of the shape.

**Limitations**

The key limitation to the values of \( m \) presented in Tables 1 and 2 is the assumption that the unbraced length for bending, \( L_o \), is equal to the effective length of the column for minor-axis buckling. Two common situations where this limitation is violated are:

1. The beam-column has some end fixity or minor-axis bracing.
2. The major-axis flexural buckling governs such that \( L_{cy\text{eq}} > L_{cy} \), where \( L_{cy\text{eq}} \) represents the equivalent length in the minor-axis as determined using AISC Manual Equation 4–1 (2017), \( L_{cy\text{eq}} = L_{XX}/(r_i/r_f) \).

In both situations, it is recommended to conservatively use the unbraced length for bending as the length to use with the \( m \) table to start the design process. More iterations using AISC Specification Equation H1-1a or H1-1b may be required to accurately account for these effects.

**Second-Order and Biaxial Bending Considerations**

Beam-columns may be subject to second-order amplification of the applied moments. Using \( B_1 \) and \( B_2 \) from the approximate second-order analysis in AISC Specification Appendix 8 results in an iterative procedure because the amplification of flexural demands depends on the flexural stiffness. Some designers suggest that a value of \( B_1 \) equal to 1.1 be chosen for trial selection for sidesway inhibited beam-columns. This value is found to be adequate for conservative estimation for beam-columns of moderate length. As a design aid, a similar procedure that was used to develop \( m \) values was implemented to develop approximate \( B_1 \) values for the amplification of major-axis flexural demands. To derive the \( B_1 \) value, Equation 8 was used by assuming a factored axial load of 0.25\( A_g F_y \):

\[
B_1 = \frac{C_m}{1 - \frac{P_f}{P_{el}}}
\]

where \( C_m \) is the equivalent uniform moment factor, and \( P_{el} \) is the elastic critical buckling strength in the plane of bending. The values of \( B_1 \) are then averaged across each nominal W-shape depth group (see Figure 2). Figure 3 shows the variation of \( B_1 \) for major-axis bending for each nominal depth group. For second-order amplification of sway effects or minor-axis bending, arbitrary values of \( B_1 \) and \( B_2 \) should be chosen based on experience.

For a beam-column with biaxial bending, a conversion factor, \( u \), between minor- and major-axis design flexural strengths is required (see Equations 4 and 6). Previous editions of the AISC Manual included a single value of \( u \) in the column design table based on the ratio of plastic moment capacities. A similar procedure was used for the development of the \( B_1 \) design aid was implemented to produce values of \( u \) for each depth group for a range of lengths (see Figure 4). Note that the influence of length arises from the length dependence of major-axis LTB strength. The last column in Tables 1 and 2 shows the recommended \( u \) value for each nominal depth group; other than providing a complex...
equation to reflect the dependence of member length, the recommended $u$ value is based on the major-axis plastic moment for $M_{cx}$.

RECOMMENDED DESIGN PROCEDURE

1. For a given $L_c$, select an appropriate value of $m$ from Table 1 (for $C_b$ close to 1.0) or Table 2 (for $C_b$ between 1.5 and 2.0). If the nominal depth of the shape is not predetermined, use Equation 7 to estimate a shape depth. Select or determine $B_1$ (Figure 2) and $u$ (Tables 1 and 2 or Figure 4) if there is biaxial bending.

2. Calculate the equivalent axial load, $P_{eq} = P_r + mM_{rx} + muM_{ry}$. Use the first-order flexural demands and estimated values of $B_1$ and $B_2$ to calculate $M_{rx}$ and $M_{ry}$.

3. If $P_r/P_{eq} < 0.2$, modify the equivalent axial load as $P_{eq} = \frac{P_r}{2} + \frac{9}{8} mM_{rx} + \frac{9}{8} muM_{ry}$.

4. Select a candidate shape from AISC Manual Table 6-2. Alternatively, AISC Manual Table 4-1 may be used for W-shapes with a nominal depth no greater than 14 in. If an efficient candidate shape cannot be found within the selected nominal depth group, move to step 5. Otherwise, proceed to step 6.

5. Consider shapes of the lesser or greater nominal depth group, and select new $m$, $B_1$, and $u$ values. Repeat steps 2 through 4.

6. Verify the adequacy of the W-shape using the AISC Specification interaction Equations H1-1a or H1-b. This is easily performed using AISC Manual Table 6-2, which lists the design axial and flexural strength of each shape. If the shape does not satisfy the interaction formula or more efficiency is sought, additional iterations may be performed.

Several representative examples are included in the Appendix to illustrate the efficiency of the design procedure.

VALIDATION

To test the values contained in Tables 1 and 2, a design heuristic was programmed to compare the W-shape determined from the equivalent axial load method to the most efficient W-shape as determined from exhaustive analysis. The heuristic uses the depth estimate from Equation 7 to select the closest applicable nominal depth for initial shape selection. If the heuristic fails to determine a W-shape with a demand-capacity ratio (DCR) between 0.85 and 1.0 (see Equation 9) within the first nominal depth group selected, then the heuristic is permitted one additional adjacent nominal depth group for candidate selection. This DCR range was chosen to represent an adequate level of efficiency a designer might use in selecting a beam-column shape. The heuristic uses AISC Manual Table 6-2 to determine $P_c$. A tabulated version of Figure 3 is provided to the heuristic for an initial estimate of $B_1$. The error in the equivalent axial load method is then determined by comparing the weight of the shape as determined from the design heuristic and the most efficient shape determined by exhaustive analysis (see Equation 10).

$$DCR = \frac{P_{eq}}{P_c}$$

$$Error = \frac{W_{eq} - W_{act}}{W_{act}}$$

Fig. 3. Value of $B_1$ (major-axis bending).

Fig. 4. Value of $u$.  
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where $W_{eq}$ is the unit weight of the shape determined using the equivalent axial load method, and $W_{act}$ is the unit weight of the most efficient shape for the given force demands.

Figure 5 shows the probability density function (PDF) of the error obtained after performing 10,000 randomly generated uniaxial design scenarios. The mean error was equal to +0.5%. Integrating the PDF results in a 90% probability of selecting a shape within 5% of the most efficient shape in terms of unit weight. Additionally, it was found that 77% of the time the shape was selected from the first nominal depth based on Equation 7. Otherwise, it was found to be within one adjacent group.

CONCLUSION

The equivalent axial load method consists of converting the minor- and major-axis bending moments into an equivalent axial load for adding to the applied axial load that a designer can use to compare against tabulated design axial strengths. This methodology simplifies the candidate selection of beam-columns by reducing the number of iterations a designer needs to perform while using the tabulated design values found in the AISC Steel Construction Manual. To use the method, a designer uses values of $m$ found in Tables 1 or 2, which have been tabulated beyond shapes of 14-in. nominal depths. This updated and expanded $m$ table in combination with AISC Manual Table 6-2 provides a powerful methodology in selecting candidate W-shapes. Once a candidate shape is selected, the governing interaction equation can be verified using AISC Manual Table 6-2. Potential inefficiencies are avoided by using Equation 7 to select the appropriate trial depth, which encourages the use of deeper and more efficient W-shapes for bending dominated beam-columns. Simplified $u$ factors are provided in Tables 1 and 2 that can be used for biaxial bending design problems.

APPENDIX

Example 1. Select an economical W12 shape for a member with minor-axis effective length and unbraced beam length equal to 12 ft. The factored axial load and moments calculated from a first-order structural analysis are given as $P_u = 200$ kips, $M_{u1} = 100$ kip-ft, and $M_{u2} = -200$ kip-ft, where $M_{u1}$ and $M_{u2}$ are the major-axis moments at member ends. The negative sign of $M_{u2}$ represents reverse-curvature bending. Assume minor-axis bending is negligible.

Solution:

1. Select $m = 17$ from Table 2. Because $C_m = 0.6 - 0.4(M_{u1}/M_{u2}) = 0.4$, we assume $B_1 = 1.0$ (Equation 8).

2. Calculate the equivalent axial load:

\[ P_{eq} = P_u + mM_{u1} + muM_{u2} \leq P_c \]  
\[ = 200 \text{ kips} + 1.7(200 \text{ kip-ft}) \]  
\[ = 500 \text{ kips} \]  

Fig. 5. Probability distribution of percentage error of the equivalent axial load method.
3. Because $P_r/P_{eq} = 200 \text{kips}/500 \text{kips} = 0.4000 \geq 0.2$, the assumption of using Equation 4a was correct and no changes are required.

4. Using AISC Manual Table 6-2, select a W12×53 as the most economical shape with $\phi_rP_n = 549 \text{kips}$.

5. No revision is required because an appropriate shape was found.

6. Check the appropriate interaction using AISC Specification Equation H1-1a and AISC Manual Table 6-2. Note that the moment gradient gives $C_b = 217$, which results in $\phi_rM_{nx} = 292 \text{kip-ft}$ (for $L_b = 0 \text{ ft}$) rather than the value listed for $L_b = 12 \text{ ft}$.

$$\frac{P_r}{P_e} + \frac{8}{9} \left( \frac{M_{rx} + M_{ry}}{M_{ex} + M_{ey}} \right) \leq 1.0 \quad \text{when} \quad \frac{P_r}{P_e} \geq 0.2 \quad (\text{Spec. Eq. H1-1a})$$

$$\frac{200 \text{kips}}{549 \text{kips}} + \frac{8}{9} \left( \frac{200 \text{kip-ft}}{292 \text{kip-ft}} \right) = 0.97 < 1.0 \quad \text{o.k.}$$

**Example 2.** Select an economical W-shape for an 18-ft-long member in a braced frame assuming pinned end connections. The factored axial loads and moment calculated from a first-order structural analysis are given as $P_u = 600 \text{kips}$ and $M_u = 350 \text{kip-ft}$ due to a transverse loading. Assume minor-axis bending is negligible and $C_b = 10$.

**Solution:**

1. Use the first two terms of Equation 7 to estimate the depth (the third term is small for $L_e > 12 \text{ ft}$).

$$1.24\sqrt{P_uL_e} + 1.11\sqrt{M_uL_e} = 22.0 \text{ in.} \quad \text{(from Eq. 7)}$$

Select the W21 group as the first estimate, and select $m = 0.9$ from Table 1. Because $C_m = 10$, the value of $B_1$ may be determined from Figure 3 as 1.03.

2. Calculate the equivalent axial load:

$$P_{eq} = P_r + mM_{rx} + muM_{ry} \leq P_e$$

$$= 600 \text{kips} + 0.9 \left[ 350 \text{kip-ft} (1.03) \right]$$

$$= 924 \text{kips}$$

3. Because $P_r/P_{eq} = 600 \text{kips}/924 \text{kips} = 0.650 \geq 0.2$, the assumption of using Equation 4a was correct and no changes are required.

4. Using AISC Manual Table 6-2, select a W21×111 as the most economical shape with $\phi_rP_n = 978 \text{kips}$.

6. Check the appropriate interaction using AISC Specification Equation H1-1a and AISC Manual Table 6-2. The actual $B_1$ value is determined to be 1.04.

$$\frac{P_r}{P_e} + \frac{8}{9} \left( \frac{M_{rx} + M_{ry}}{M_{ex} + M_{ey}} \right) \leq 1.0 \quad \text{when} \quad \frac{P_r}{P_e} \geq 0.2 \quad (\text{Spec. Eq. H1-1a})$$

$$\frac{600 \text{kips}}{978 \text{kips}} + \frac{8}{9} \left( \frac{350 \text{kip-ft} (1.04)}{901 \text{kip-ft}} \right) = 0.97 < 1.0 \quad \text{o.k.}$$

Note: If the designer had chosen a W24 section in Step 1, the resulting $P_{eq}$ would have been 888 kips, which would have permitted the selection of the slender W24×104 shape because AISC Manual Table 6-2 already includes the reduction for effective widths of slender elements. Checking the interaction formula of this shape results in a DCR of 1.00; either shape is a valid selection.

**Example 3.** Select an economical shape for a member with the major- and minor-axis effective lengths and unbraced length equal to 18 ft. The factored axial load and moments calculated from a first-order structural analysis are given as $P_u = 1,150 \text{kips}$, $M_{a1} = 760 \text{kip-ft}$, and $M_{a2} = -760 \text{kip-ft}$, where $M_{a1}$ and $M_{a2}$ are the major-axis moments at member ends. Assume minor-axis bending is negligible.
Solution:

1. Use the first two terms of Equation 7 to estimate the depth (third term is small for \( L_c > 12 \) ft).

\[
1.2\sqrt{\frac{P_c}{L_c}} + 1.1\sqrt{\frac{M_n}{L_c}} = 26.3 \text{ in.} \quad \text{(from Eq. 7)}
\]

The value of \( C_b \) is expected to be large because the member is bent in double curvature. Therefore, select \( m = 0.7 \) from Table 2, assuming a nominal depth of 27 in. Because \( C_m = 0.6 - 0.4(M_1/M_2) = 0.2 \), determine \( B_1 = 1.0 \) using Equation 8.

2. Calculate the equivalent axial load:

\[
P_{eq} = P_c + mM_n + muM_{cy} \leq P_c \quad \text{(4a)}
\]

\[
= 1,150 \text{ kips} + 0.7(760 \text{ kip-ft})
\]

\[
= 1,680 \text{ kips}
\]

3. Because \( P/P_{eq} \geq 0.2 \), the assumption of using Equation 4a was correct and no changes are required.

4. Using AISC Manual Table 6-2, select a W27×178 as the most economical shape with \( \phi, P_n = 1,710 \) kips.

5. No revision is required because an appropriate shape was found.

6. Check the appropriate interaction using AISC Specification Equation H1–1a and AISC Manual Table 6-2. Note that the moment gradient gives \( C_b = 2.3 \), which results in \( \phi, M_{nx} = 2,140 \) kip-ft (for \( L_b = 0 \) ft) rather than the value listed for \( L_b = 18 \) ft.

\[
\frac{P_c}{P_{eq}} + \frac{8}{9} \left( \frac{M_{nx}}{M_{ex}} + \frac{M_{ny}}{M_{ey}} \right) \leq 1.0 \quad \text{when} \quad \frac{P_c}{P_{eq}} \geq 0.2 \quad \text{Spec. Eq. H1-1a)}
\]

\[
1,150 \text{ kips} + \frac{8}{9} \left( \frac{760 \text{ kip-ft}}{2,140 \text{ kip-ft}} \right) = 0.99 < 1.0 \quad \text{o.k.}
\]

Example 4. Select an economical W12 shape for a 20-ft-long member in a braced frame. The effective length factor, \( K \), is assumed to be 1.0 in both directions. The factored axial load and moments calculated from a first-order structural analysis are given as \( P_u = 400 \) kips, \( M_{u1} = 200 \) kip-ft, and \( M_{u2} = 200 \) kip-ft, where \( M_{u1} \) and \( M_{u2} \) are the major-axis moments at member ends. Assume a minor-axis bending moment of \( M_{uy} = 50 \) kip-ft due to the application of a transverse load.

Solution:

1. Select \( m = 1.4 \) from Table 1. Because \( C_m = 10 \), the value of \( B_1 \) for major-axis bending may be determined from Figure 3 as 1.09. The value of \( u \) is determined to be 2.0 from Figure 4. The value of \( B_1 \) for minor-axis bending is assumed to be 1.3.

2. Calculate the equivalent axial load:

\[
P_{eq} = P_c + mM_n + muM_{cy} \quad P_c \quad \text{(4a)}
\]

\[
= 400 \text{ kips} + 1.4 \left[ 200 \text{ kip-ft}(1.09) + 50 \text{ kip-ft}(2.0)(1.3) \right]
\]

\[
= 887 \text{ kips}
\]

3. Because \( P/P_{eq} \geq 0.2 \), the assumption of using Equation 4a was correct and no changes are required.

4. Using AISC Manual Table 6-2, select a W12×106 as the most economical shape with \( \phi, P_n = 908 \) kips.

6. Check the appropriate interaction using AISC Manual Table 6-2. The actual major- and minor-axis values of \( B_1 \) are 1.09 and 1.37, respectively. \( C_b \) is equal to 1.0.

\[
\frac{P_c}{P_{eq}} + \frac{8}{9} \left( \frac{M_{nx}}{M_{ex}} + \frac{M_{ny}}{M_{ey}} \right) \leq 1.0 \quad \text{when} \quad \frac{P_c}{P_{eq}} \geq 0.2 \quad \text{Spec. Eq. H1-1a)}
\]

\[
400 \text{ kips} + \frac{8}{9} \left( \frac{200 \text{ kip-ft}(1.09)}{562 \text{ kip-ft}} + \frac{50 \text{ kip-ft}(1.37)}{282 \text{ kip-ft}} \right) = 1.0 \leq 1.0 \quad \text{o.k.}
\]
Note: If the designer had instead used $u = 23$ from Table 1, the equivalent axial load, $P_{eq}$, would be equal to 915 kips. Because this is marginally greater than $\phi_{cP_{n}}$ of W12×106 at 20 ft, the designer may elect to initially choose a W12×120 instead, but expect a DCR of approximately 0.89 (determined as 915 kips/1,030 kips). The actual DCR for the W12×120 is found to be 0.87 after checking the interaction formula using AISC Specification Eq. H1–1a.
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ABSTRACT

This paper explains the vibration evaluation methods for floors supporting sensitive equipment in the second edition of AISC Design Guide 11, *Vibrations of Steel-Framed Structural Systems Due to Human Activity*. It presents new experimentally verified equations that are simplified for practical implementation. Sensitive equipment tolerance limits are stated in numerous forms, including peak acceleration and various spectral acceleration and velocity. For this reason, response predictions are given in terms of all tolerance limit forms that are commonly used. The most severe responses of lower frequency floors to walking are due to resonant buildups, whereas the most severe responses of higher frequency floors are due to a series of individual footstep impulses; equations are given for both. Because the sensitive equipment tolerance limit is objective, each equation includes a calibration factor that results in a high probability that the predicted response will exceed the actual response.

Keywords: vibration, serviceability, floors, sensitive equipment.

INTRODUCTION

Steel-framed floors commonly support vibration-sensitive equipment in hospitals, laboratories, and other modern facilities. Sensitive equipment vibration tolerance limits are usually stringent, so walking vibration serviceability often requires much larger member sizes than those required for strength, deflection, or human comfort, even in quiet areas such as offices or residences. The consequence of objectionable vibration usually involves expensive and difficult retrofit solutions. The consequence of an overdesign is excessive steel tonnage. Thus, it is important that engineers have access to prediction methods that are accurate and have known levels of conservatism.

Until 2016, vibrations of floors supporting sensitive equipment had been evaluated using the American Institute of Steel Construction (AISC) Design Guide 11, *Floor Vibration Due to Human Activity* (Murray et al., 1997) Chapter 6, which is based on an approach suggested by Ungar and White (1979).

In recent years, updated response prediction methods have been developed (Young and Willford, 2001; Willford et al., 2007a, 2007b) and specialized by the writers for floors supporting sensitive equipment (Liu and Davis, 2015; Liu, 2015). These updated methods are the basis of Chapter 6 of the second edition of Design Guide 11 *Vibrations of Steel-Framed Structural Systems Due to Human Activity* (Murray et al., 2016). The purpose of this paper is to explain the methods and their design implementation.

The paper is organized into the following sections:

- Tolerance limits for vibration-sensitive equipment
- Prediction of modal properties
- Forces due to walking
- Prediction of resonant responses
- Prediction of impulse responses
- Response prediction
- Commentary on first and second editions of AISC Design Guide 11, Chapter 6
- Conclusions

TOLERANCE LIMITS FOR VIBRATION-SENSITIVE EQUIPMENT

Equipment manufacturers provide specific tolerance limits in terms of various vibration measures, for example, waveform peak acceleration, narrowband spectral acceleration, and one-third octave spectral velocity. An example of measured response to walking, showing the acceleration waveform, narrowband acceleration spectrum, and one-third octave velocity spectrum, is in Figure 1. Such specific limits should be used when possible.
Spectral limits can be converted from displacement to velocity or from velocity to acceleration by multiplying by $2\pi f$, where $f$ is the frequency. For example, if the velocity limit at 8 Hz is 3000 μin./sec (mips), then the corresponding acceleration limit at 8 Hz is 0.151 in./sec² = 0.0391%g.

Most spectral limits are in terms of root-mean-square (RMS) accelerations or velocities, but occasionally they are in terms of peak quantities. A peak spectral limit is converted to RMS by multiplying by 0.7071. Often, the type of spectrum, peak versus RMS, is not clear; in such cases, the equipment manufacturer should be contacted.

If the type, but not model, of equipment has been identified, or if the manufacturer does not provide a specific limit, then generic tolerance limits should be used. The most common generic limits are the vibration criterion (VC) curves (Ungar et al., 2006) that are the basis of AISC Design Guide 11, Table 6-2, and are stated in terms of RMS velocity in one-third octave bands of frequency.

Tolerance limits for sensitive equipment are usually considered definitive. “Failure” of the floor vibration limit state for sensitive equipment is considered to correspond to equipment malfunction. Equipment manufacturers often require site surveys in which actual velocity levels are compared to the tolerance limit. When the measured values exceed the limit, difficult and expensive retrofit solutions are usually required. Thus, in the following sections, the objective is to predict the vibration magnitudes that will be measured by the site surveyor, and a calibration factor is included to ensure a low probability that the measured values will exceed the ones predicted during design.

**PREDICTION OF MODAL PROPERTIES**

Fundamental modal properties can be determined using the following equations that are suitable for manual calculations, finite element analysis, or other rational methods.

For typical rectangular floor bays with approximately uniformly distributed mass, the fundamental natural frequency, $f_n$, can be computed using the following equation. Its predictions are accurate according to Pabian et al. (2013),
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**Fig. 1.** Example measured vibration due to walking.
and it is similar to the equation in the British Steel Construction Institute’s P354 publication (Smith et al., 2009).

\[ f_n = \min(f_b, f_g) \]  

(1)

where \( f_b \) and \( f_g \) are the beam and girder natural frequencies from AISC Design Guide 11.

The effective weight, \( W \), of the fundamental mode can be computed using the following equation from AISC Design Guide 11 Chapter 4. \( W \) is double the weight of the effective mass, \( M_{eff} \) for load and acceleration at mid-bay (Allen and Murray, 1993).

\[ W = \frac{\Delta_b}{\Delta_b + \Delta_g} W_b + \frac{\Delta_g}{\Delta_b + \Delta_g} W_g \]  

(2)

where

\[ \Delta_b, \Delta_g = \text{beam and girder mode deflections (AISC Design Guide 11, Chapter 3)} \]

\[ W_b, W_g = \text{beam and girder mode effective weights (AISC Design Guide 11, Chapter 4)} \]

Often, the equipment or walker (or both) is away from mid-bay. This is considered in the Response Prediction section by scaling the mid-bay response by the ratio of the mode shape values.

For typical rectangular bays, the mode shape can be estimated as follows. If the beam natural frequency is lower than the girder natural frequency, then the mode shape is assumed to be the beam bending mode shown in Figure 2. In this assumed shape, the beam deflection is in a half sine wave pattern, with a maximum value of 1.0 at mid-bay. Perpendicular to the beams, the mode shape is assumed to be a half sine wave that extends to the edges of the adjacent bays. If the girder natural frequency is lower than the beam natural frequency, the mode shape is assumed to be a girder bending mode, which is similar to Figure 2 except that the half-sine wave parallel to the girders has a length of \( L_g \). Equation 3 can be used to compute the mode shape value, \( \phi \), at the equipment or walker location. The equations can be adjusted for other boundary conditions or framing arrangements (e.g., significantly different girder lengths), based on engineering judgment.

Alternatively, the natural frequencies and mode shapes can be predicted using finite element analysis per AISC Design Guide 11, Chapter 7.

The viscous damping ratio, \( \beta \), is estimated using AISC Design Guide 11, Chapter 4. The damping ratio varies from approximately 0.02 for laboratory floors with ceiling below but no partitions to 0.05 for floor bays with significant full-height partitions. It should be noted that the suggested damping ratios may differ considerably from the actual ones. Because the predicted response depends on \( \beta \), there is considerable uncertainty in the prediction.

\[ \phi = \sin \frac{\pi x}{L_b} \sin \frac{\pi (y + L_g)}{3L_g} \text{ if } f_b \leq f_g \]  

(3a)

\[ \phi = \sin \frac{\pi (x + L_b)}{3L_b} \sin \frac{\pi y}{L_g} \text{ if } f_b > f_g \]  

(3b)

**FORCES DUE TO WALKING**

For sensitive equipment evaluations, AISC Design Guide 11 defines four walking speeds: very slow, slow, moderate, and fast. Very slow walking applies in areas with short walking paths, such as a medical imaging control room or a small laboratory. For this category, the walking path is too short for a series of nearly identical footsteps that might cause a resonant buildup. Fast walking applies in areas, such as corridors, that do not limit the speed of walking. Slow and moderate walking are intermediate categories that can be used based on judgment. Table 1 indicates the step frequencies for these categories. The minimum frequency of slow walking, 1.5 Hz, is near the lower end of regular step frequencies listed in AISC Design Guide 11, Chapter 1. Similarly, the maximum frequency of fast walking is at the higher end of regular step frequencies, 2.2 Hz. The boundaries between slow and moderate walking, and moderate and fast walking, are approximately at the one-third points between 1.5 Hz and 2.2 Hz.
Forces due to walking have been measured by various researchers. The measurements by Rainer et al. (1988) and Kerr (1998) have been influential in North American (Murray et al., 1997; Murray et al., 2016; NRCC, 2010) and European (Willford and Young, 2006; Smith et al., 2009) design guides. The footstep forces used for sensitive equipment in AISC Design Guide 11 are based on the database of more than 800 measurements by Kerr and others, reported in Willford et al. (2007a; 2007b).

Fourier Series

For the purpose of computing resonant responses due to walking, the walking force, $F(t)$, is represented by the following Fourier series limited to four harmonics.

$$F(t) = \sum_{i=1}^{4} \alpha_i Q \sin(2\pi f_{\text{step}} t - \phi_i)$$  \hspace{1cm} (4)

where

- $Q = \text{reference bodyweight}, \text{lb}$
- $f_{\text{step}} = \text{step frequency}, \text{Hz}$
- $t = \text{time, sec}$
- $\alpha_i = \text{dynamic coefficient of the } i\text{th harmonic}$
- $\phi_i = \text{phase lag of the } i\text{th harmonic}$

The reference bodyweight is 168 lb to be consistent with Willford and Young (2006) and Smith et al. (2009), which use dynamic coefficients similar to those used herein.

The phase lag has extremely high variability. Zivanovic et al. (2007) indicated that measured phase lags varied uniformly from $-\pi$ to $\pi$. In the formulations described herein, the phase lag is not required.

Willford et al. (2007a) provided a good summary of dynamic coefficients (called “dynamic load factors” in their paper) measured by several researchers, including Kerr (1998). They plotted the dynamic coefficients for the first four harmonics versus frequency. The plots indicate: (1) the dynamic coefficients vary widely; (2) dynamic coefficients decrease slightly with increasing harmonic number; and (3) for a given harmonic, the dynamic coefficient increases slightly with increasing step frequency. The approximate average dynamic coefficients for the first four harmonics are 0.4, 0.07, 0.06, and 0.05.

The second through fourth harmonic dynamic coefficients at mid-range harmonic frequencies—product of mid-range step frequency from Table 1 and harmonic number—were curve-fit for slow, moderate, and fast walking to facilitate the development of resonant response prediction equations. The curve-fit for slow walking, for example, is in Figure 3. The resulting equation is:

$$\alpha = 0.0985e^{-\gamma f}$$ \hspace{1cm} (5)

where $f = \text{frequency, Hz}$

$\gamma = 0.1, 0.09, \text{and } 0.08$ for slow, moderate, and fast walking, respectively

Effective Impulse

From basic mechanics, the peak velocity of a mass, $M$, immediately after an impulse, $I$, is:

$$v_p = \frac{I}{M}$$ \hspace{1cm} (6)

This relationship can be used to compute the peak velocity immediately after a footstep. The walking force is expressed as an effective impulse, $I_{\text{eff}}$ in lb-sec, and the mass is the effective mass of the floor bay, $M_{\text{eff}}$, in lb-sec^2/in.

<table>
<thead>
<tr>
<th>Table 1. Step Frequencies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category</td>
</tr>
<tr>
<td>Very slow</td>
</tr>
<tr>
<td>Slow</td>
</tr>
<tr>
<td>Moderate</td>
</tr>
<tr>
<td>Fast</td>
</tr>
</tbody>
</table>

![Fig. 3. Example curve-fit of dynamic coefficients.](image-url)
The following effective impulse was adapted from Young and Willford (2001). They computed peak velocities of analytical representations of floors subjected to 880 measured footstep forces from Kerr (1998). [More information is found in Liu and Davis (2015).] For each case, the effective impulse was the product of the peak velocity and mass. The results indicated that the effective impulse increases as the step frequency increases and decreases as the natural frequency increases. The average effective impulse from their study is:

\[
I_{\text{eff}} = \frac{f_{\text{step}}^{1.43}}{f_n^{1.30}} \cdot \frac{Q}{17.8}
\]  

(7)

where \( f_{\text{step}} \) is the step frequency. For the research described herein, \( f_{\text{step}} \) is the mid-range frequency from Table 1.

**PREDICTION OF RESONANT RESPONSES**

According to Rainer et al. (1988), only the “first three or four harmonics comprise the main dynamic components of walking forces.” Thus, resonant responses are possible if the natural frequency does not exceed the maximum frequency of the fourth harmonic, which is called \( f_{\text{4max}} \) in AISC Design Guide 11. For slow walking, the maximum step frequency from Table 1 is 1.7 Hz, so \( f_{\text{4max}} = (1.7 \text{ Hz})(4) = 6.8 \text{ Hz} \). Similarly, for moderate and fast walking, respectively, \( f_{\text{4max}} \) is 8.0 Hz and 8.8 Hz.

Figure 4 is an example resonant response of a floor with a natural frequency of 5.18 Hz, due to walking at 5.18 Hz/3 = 1.73 Hz. The waveform indicates a resonant buildup followed by a short duration of sinusoidal vibration with nearly constant amplitude. According to research by the writers and their colleagues, the average number of footsteps in a resonant buildup is approximately six.

Figure 4(b) indicates very low responses to the first and second harmonics (1.73 Hz and 3.46 Hz) and that the vast majority of the response is due to the third harmonic, which is at the natural frequency—5.18 Hz in this example. Thus, the bay can be idealized as a single degree-of-freedom (SDOF) system with the natural frequency, effective mass, and damping of the bay, subjected to the harmonic force causing resonance. Figure 5 is the computed response to the harmonic, with frequency equaling the natural frequency and a 3-sec resonant buildup, followed by viscous decay.

**Peak Acceleration and Velocity Due to Resonant Response**

Using an SDOF idealization, the predicted peak acceleration, \( a_p \), is the product of a calibration factor, \( R \), steady-state acceleration, \( a_{\text{steady state}} \), due to the harmonic force at the natural frequency, and resonant buildup factor, \( \rho \) (Liu, 2015), as shown in Equation 8. The steady-state acceleration and resonant buildup factor are computed using classical equations for an SDOF system subjected to a sinusoidal load at resonance (Chopra, 2011; Clough and Penzien, 1993).
transformation of the waveform in Figure 5. The peak acceleration in the waveform is from Equation 8 with the calibration factor removed.

The resonant buildup is assumed to be 3 sec long, which is approximately the average duration considering six footsteps at the average step frequency of 2 Hz. The remainder of the waveform is viscous decay. The duration of the waveform has a significant influence on the computed spectral acceleration. Shorter durations result in higher spectral accelerations because a larger portion of the waveform consists of the buildup, which has higher responses than the decay portion. The shortest reasonable duration that is expected to be used by site surveyors is 8.0 sec because this results in a 0.125-Hz frequency resolution. Shorter durations result in spectra that are overly coarse. Thus, 8 sec is used herein.

The Fourier transformation results in the following equation for the maximum magnitude. See Liu (2015) for a detailed derivation. Note that the result is an RMS acceleration.

\[
a_p = R a_{\text{SteadyState}}
\]

\[
= R \frac{\alpha_h Q}{2 \beta M_{\text{eff}}} (1 - e^{-\beta 2\pi f_n TBU})
\]  \hfill (8)

where

- \( R \) = calibration factor
- \( T_{BU} \) = duration of resonant buildup, sec
- \( \alpha_h \) = average dynamic coefficient of the harmonic causing resonance

The effective mass of the fundamental mode, \( M_{\text{eff}} \), is half the mass of the effective weight, \( W \), from AISC Design Guide 11, Chapter 4 (Murray et al., 1997). Note that this effective mass applies when the load and acceleration are at mid-bay.

Liu (2015) compared predictions from Equation 8, with \( R = 1.0 \), with 65 measurements to determine the accuracy and establish the calibration factor. The predictions were slightly conservative with an average measured-to-predicted ratio of 0.870 and a coefficient of variation (COV) of 33%. An \( R \) value of 1.3 results in 10% of measured accelerations exceeding predicted accelerations.

Equation 8 was simplified for design guide implementation as follows. The damping ratio is usually between 0.03 and 0.05. The average resonant buildup is due to approximately six footsteps, so the resonant buildup duration, \( T_{BU} \), ranges from 6/2.2 Hz = 2.7 sec to 6/1.6 Hz = 3.8 sec. For these values of \( \beta \) and \( T_{BU} \), and \( f_n \geq 6 \) Hz, the resonant buildup factor, \( \rho \), is between 0.95 and 1.0, so it is conservatively taken as 1.0.

After setting \( R \) equal to 1.3, substituting Equation 5 for \( \alpha_h \), setting \( \rho \) equal to 1.0 and simplifying, the peak acceleration due to a resonant buildup is:

\[
a_p = \frac{21.5}{\beta W} e^{-\frac{\beta}{2} f_n g}
\]  \hfill (9)

where \( g \) is the gravitational acceleration and the other variables are defined previously.

Figure 6 summarizes the measured-to-predicted ratio for the measurements by Liu (2015) and predictions from Equation 9.

The peak velocity is approximately equal to the peak acceleration divided by \( 2\pi f_n \). In units of mips, the peak velocity due to a resonant buildup is:

\[
V_p = \frac{1.32 \times 10^9}{\beta W f_n} e^{-\frac{\beta}{2} f_n}
\]  \hfill (10)

Maximum Narrowband Acceleration and Velocity Due to a Resonant Response

The maximum narrowband spectral acceleration, shown as the highest peak in Figure 1(b), is computed by Fourier transformation of the waveform in Figure 5. The peak acceleration in the waveform is from Equation 8 with the calibration factor removed.

The resonant buildup is assumed to be 3 sec long, which is approximately the average duration considering six footsteps at the average step frequency of 2 Hz. The remainder of the waveform is viscous decay. The duration of the waveform has a significant influence on the computed spectral acceleration. Shorter durations result in higher spectral accelerations because a larger portion of the waveform consists of the buildup, which has higher responses than the decay portion. The shortest reasonable duration that is expected to be used by site surveyors is 8.0 sec because this results in a 0.125-Hz frequency resolution. Shorter durations result in spectra that are overly coarse. Thus, 8 sec is used herein.

The Fourier transformation results in the following equation for the maximum magnitude. See Liu (2015) for a detailed derivation. Note that the result is an RMS acceleration.

\[
A_{NB} = R \frac{27}{\sqrt{2}} \frac{\alpha_h}{\beta^3 W f_n T} \left[ C - (1 - e^{-C})(e^{-C} T)^2 \right] g
\]  \hfill (11)

where

- \( T \) = total duration of waveform, sec
- \( r_i \) = duration of decay divided by duration of buildup

The variable, \( C \), is:

\[
C = 12\pi \beta H
\]  \hfill (12)

where \( H \) is the number of the harmonic that causes resonance, estimated by:

\[
H = \frac{f_n}{f_{\text{step}}}
\]  \hfill (13)

![Fig. 6. Comparisons of measurements and predictions, resonant responses, peak acceleration.](image-url)
The step frequency, \( f_{\text{step}} \) is the mid-range frequency from Table 1.

For the database of floors mentioned previously, the average measured-to-predicted ratio, with \( R = 1.0 \), was 0.780 and the COV was 46.2%. The calibration factor, \( R \), for a 10% probability of exceedance, is 1.3 (Liu, 2015).

Equation 11 was simplified for design guide implementation as follows. The second term was omitted because it is much smaller than \( C \). After substituting Equation 5 for \( \alpha_h \), including \( R = 1.3 \), and simplifying, the narrowband spectral acceleration maximum RMS magnitude is:

\[
A_{NB} = \frac{7.2}{\beta W} e^{-\frac{f_n}{f}} g
\]

Figure 7 summarizes the measured-to-predicted ratio for the aforementioned measurements and predictions from Equation 14.

The narrowband spectral velocity equals the spectral acceleration divided by \( 2\pi f \) for all frequencies, \( f \). After simplifying, the narrowband spectral velocity maximum magnitude—in mips, RMS—due to a resonant buildup is:

\[
V_{NB} = \frac{442 \times 10^6}{\beta W f_n} e^{-\frac{f_n}{f}}
\]

### Table 2. One-Third Octave Bands

<table>
<thead>
<tr>
<th>Lower Limit (Hz)</th>
<th>Center Frequency (Hz)</th>
<th>Upper Limit (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.55</td>
<td>4.0</td>
<td>4.47</td>
</tr>
<tr>
<td>4.47</td>
<td>5.0</td>
<td>5.62</td>
</tr>
<tr>
<td>5.62</td>
<td>6.3</td>
<td>7.08</td>
</tr>
<tr>
<td>7.08</td>
<td>8.0</td>
<td>8.91</td>
</tr>
<tr>
<td>8.91</td>
<td>10.0</td>
<td>11.2</td>
</tr>
<tr>
<td>11.2</td>
<td>12.5</td>
<td>14.1</td>
</tr>
<tr>
<td>14.1</td>
<td>16.0</td>
<td>17.8</td>
</tr>
<tr>
<td>17.8</td>
<td>20.0</td>
<td>22.4</td>
</tr>
</tbody>
</table>

The one-third octave velocity is determined by bandwidth conversion from narrow bands to the bands summarized in Table 2. A one-third octave band encompasses many narrow bands, exemplified by the band with 5 Hz center frequency in Figure 8, so it contains the summation of the energies of the spectral accelerations in the contained narrow bands.

The energy of the signal at a narrowband frequency, \( f \), is:

\[
E_{NB}(f) = A_{NB,R=1}(f)^2
\]

where \( A_{NB,R=1} \) is the peak acceleration from Equation 11 with \( R = 1.0 \).

![Fig. 7. Comparisons of measurements and predictions, resonant responses, narrowband acceleration.](image)

![Fig. 8. Example one-third octave band.](image)
The energy spectral density (ESD) at frequency, $f$, is:

$$ ESD(f) = \frac{A_{NB,R=1}(f)^2}{\Delta f} $$

(17)

where the narrowband spectral resolution, $\Delta f$, is the reciprocal of the duration, $T$, of the walking event used to compute the narrowband spectrum.

The energy of the signal within a one-third octave band is the area under the ESD curve in the one-third octave band (Liu, 2015). Typically, one peak in the narrowband spectrum [Figure 1(b)] fits within a one-third octave band. This peak can be idealized as a triangle with maximum magnitude equal to the value from Equation 11 with $R = 1.0$. The width of the triangle is approximately 10% of the harmonic frequency (Brownjohn et al., 2004), which equals the natural frequency. The energy spectral density of this peak is slightly curved as shown in the example in Figure 9. In this example, the natural frequency is 6.2 Hz, so the peak is 0.62 Hz wide. This peak fits inside the 6.3-Hz one-third octave band, which has lower and upper bounds shown dashed on the plot.

The energy of the signal within the one-third octave band is:

$$ E_{1/3} = \int_{f_{1/3}}^{f_{1/3}} ESD(f) df = \frac{1}{3} \left( \frac{A_{NB,R=1}}{\Delta f} \right)^2 f_n T \frac{T f_n}{30} $$

(18)

where

- $A_{NB,R=1} = \text{spectral acceleration magnitude from Equation 11 with } R = 1.0$
- $T = \text{duration of waveform used in the Fourier transformation, 8.0 sec}$

Using Equations 16 and 18, the uncalibrated one-third octave acceleration is derived as follows. (The uncalibrated version is carried through this calculation because the calibration factor is potentially different for narrowband acceleration and one-third octave acceleration.)

$$ E_{1/3} = A_{1/3,R=1}^2 \frac{T f_n}{30} $$

(19)

$$ \frac{(A_{NB,R=1})^2 T f_n}{30} = A_{1/3,R=1}^2 $$

$$ A_{1/3,R=1} = A_{NB,R=1} \sqrt{\frac{T f_n}{30}} $$

The one-third octave velocity is the acceleration divided by $2\pi f_n$:

$$ V_{1/3,R=1} = \frac{A_{NB,R=1}}{2\pi f_n} \sqrt{\frac{T f_n}{30}} = \frac{A_{NB,R=1}}{2\pi} \sqrt{\frac{T}{30 f_n}} $$

(20)

For the database of floors mentioned above, the average measured-to-predicted velocity ratio was 0.640 and the COV was 38.7%. The calibration factor, $R$, for a 10% probability of exceedance, is 1.0 (Liu, 2015).

Equations 19 and 20 are simplified for design guide implementation by substituting Equation 14 with $R = 1.0$ for $A_{NB,R=1}$ and using $T = 8$ sec. After simplification, the one-third octave acceleration, RMS, due to a resonant buildup, is:

$$ A_{1/3} = \frac{6.39}{B W} e^{-\gamma f_n} $$

(21)

Also, the one-third octave velocity, RMS in mips, is:

$$ V_{1/3} = \frac{175 \times 10^6}{B W \sqrt{f_n}} e^{-\gamma f_n} $$

(22)

Figure 10 summarizes the measured-to-predicted ratio for the measurements mentioned above and predictions from Equation 22.
PREDICTION OF IMPULSE RESPONSES

If the fundamental frequency exceeds the maximum frequency of the fourth harmonic, $f_{4,\text{max}}$, resonance will not occur, and the maximum response resembles a series of individual impulse responses with little or no buildup. An example measured waveform is shown in Figure 11. The higher responses near the middle of the waveform are due to footsteps near mid-bay. The development in the following is described in detail in Liu (2015) and Liu and Davis (2015).

Peak Acceleration and Velocity Due to Impulse Response

The peak velocity immediately after a footstep is the product of a calibration factor, $R$, and the effective impulse from Equation 7, divided by the effective mass of the bay. Multiple modes contribute significantly to impulse responses, so a factor, $R_M = 2.0$, from Liu and Davis (2015), is included.

\[ v_R = R R_M \frac{I_{\text{eff}}}{M_{\text{eff}}} \]
\[ = R R_M \frac{Q}{17.8 f_n^{1.30}} \frac{2g}{W} \]

The peak acceleration is approximately equal to the peak velocity multiplied by $2\pi f_n$:

\[ a_R = 2\pi f_n R R_M \frac{Q}{17.8 f_n^{1.30}} \frac{2g}{W} \]

\[ a_R = RR_M \frac{Q}{17.8 f_n^{1.30}} \frac{2g}{W} (2\pi f_n) \]

A total of 89 measured peak accelerations were compared to predictions from Equation 24, with $R = 1.0$, to assess the accuracy of the equation and establish the calibration factor. The average measured-to-predicted ratio was 0.966 and the COV was 26%. $R = 1.3$ results in 10% of measured accelerations exceeding predicted accelerations (Liu, 2015; Liu and Davis, 2015).

After simplification, the following two equations are recommended. Note that $v_p$ is in units of mips.

\[ v_p = \frac{18.9 \times 10^9 f_{\text{step}}^{1.43}}{W} \]
\[ a_p = \frac{308 f_{\text{step}}^{1.43}}{W} \frac{g}{f_n^{1.30}} \]

where $f_{\text{step}}$ is the mid-range frequency from Table 1.

Figure 12 summarizes the measured-to-predicted ratio for the measurements mentioned above and predictions from Equation 26.

Maximum Narrowband Acceleration and Velocity Due to a Series of Impulse Responses

The maximum narrowband acceleration due to a series of impulses responses is computed by Fourier transforming the idealized waveform in Figure 13 and then adjusting for several differences between the idealized waveform and measured waveforms.

The peak acceleration in the idealized waveform is from Equation 26 with the calibration factor, 1.3, removed. This peak acceleration is for acceleration at mid-bay due to a footstep at mid-bay. The remainder of the response to each footstep is viscous decay. Identical footsteps are appended at the step frequency, so the waveform is perfectly periodic. The Fourier transformation results in a very complicated equation for the spectral peak at each harmonic of the walking force (Liu and Davis, 2015). The maximum spectral magnitude (peak, not RMS) for this idealized walking event, $A_{NB, I}$, at the natural frequency, is:

![Fig. 11. Example series of impulse responses.](image1)

![Fig. 12. Comparisons of measurements and predictions, impulse responses, peak acceleration.](image2)
\[ A_{NB,I} = a_{p,R=1} \frac{1 - e^{-2\pi \beta H}}{2\pi \beta H} \]  
(27)

where \( a_{p,R=1} \) is from Equation 24 with \( R = 1.0 \), and \( H \) is the number of the harmonic at the natural frequency.

Actual footsteps are not identical, nor are they repeated precisely at the step frequency. This results in energy being leaked into frequencies adjacent to each harmonic frequency, and lower spectral peaks. This is considered with the imperfect footsteps reduction factor, \( R_l = 0.6 \), which is based on research by Brownjohn et al. (2004).

Actual walking events do not have infinite durations as used in the Fourier transformation leading to Equation 27. Recall that the objective is to predict what the site surveyor will measure, and it is assumed that the Fourier transformations will be of waveforms lasting 8 sec. The duration of the series of impulse responses varies, but is taken as 4 sec, see Figure 11 for an example. This results in a duration adjustment factor, \( R_D = 0.5 \).

Actual walking events do not have each footstep at mid-bay. Instead, some footsteps will be applied near mid-bay where the mode shape values are maximal and others will be applied away from mid-bay. For walking that traverses an entire bay with a half sine wave mode shape, the adjustment factor is 0.7. Slightly conservatively, the adjustment factor, \( R_l \), is taken as 0.9.

After these adjustments are made and a calibration factor, \( R \), is added, the maximum RMS magnitude is:

\[ A_{NB} = a_{p,R=1} \frac{1 - e^{-2\pi \beta H}}{2\pi \beta H} \]  
(28)

where \( a_{p,R=1} \) is from Equation 24 with \( R = 1.0 \), and \( H \) is the number of the harmonic at the natural frequency.

Measurements from the database mentioned above were compared to predictions from Equation 28 with \( R = 1.0 \) to assess the accuracy of the equation and establish the calibration factor. The average measured-to-predicted ratio was 0.790 and the COV was 32%. An \( R \) value of 1.1 results in 10% of measured accelerations exceeding predicted accelerations (Liu, 2015; Liu and Davis, 2015).

After the inclusion of the calibration factor and simplification, the RMS magnitude is:

\[ A_{NB} = \frac{7.93}{\beta W} \frac{f_{step}}{f_n} (1 - e^{-2\pi \beta f_n / f_{step}}) g \]  
(29)

Figure 14 summarizes the measured-to-predicted ratio for the aforementioned measurements and predictions from Equation 29.

The narrowband velocity magnitude is computed by dividing Equation 29 by \( 2\pi f_n \). The RMS magnitude in m/s is:

\[ V_{NB} = \frac{487 \times 10^6}{\beta W} \frac{f_{step}}{f_n^2} (1 - e^{-2\pi \beta f_n / f_{step}}) \]  
(30)

**Maximum One-Third Octave Acceleration and Velocity Due to a Series of Impulse Responses**

The one-third octave acceleration and velocity due to a series of impulse responses were determined using the bandwidth conversion method described above for resonant responses.

The one-third octave velocity is computed using Equation 20 with \( A_{NB,R} \) from Equation 28. Measurements from the database mentioned above were compared to predictions to assess the accuracy of the predictions and establish the calibration factor. The average measured-to-predicted ratio was 0.736 and the COV was 34%. An \( R \) value of 1.1 results in 10% of measured accelerations exceeding predictions (Liu, 2015; Liu and Davis, 2015).
After including the calibration factor and simplifying, the one-third octave RMS velocity due to a series of impulse responses in mips is:

\[
V_{3/4} = \frac{252 \times 10^6}{\beta W} \frac{f_2^{2.43}}{f_n^{1.8}} (1 - e^{-2\pi f_n/f_{300}})
\]  

Figure 15 summarizes the measured-to-predicted ratio for the aforementioned measurements and predictions from Equation 31.

The one-third octave acceleration is computed using Equation 19 with \( A_{NB,R=1} \) from Equation 28. After including the calibration factor of \( R = 1.1 \) and simplifying, the RMS acceleration is:

\[
A_{3/4} = \frac{4.2}{\beta W} \frac{f_2^{2.43}}{f_n^{1.8}} (1 - e^{-2\pi f_n/f_{300}}) g
\]  

### RESPONSE PREDICTION

The first step in predicting the response is the selection of the tolerance limit. The form (peak acceleration) of the response prediction must obviously match the tolerance limit.

As explained in the Resonant Response section, resonant responses are possible when the natural frequency does not exceed the maximum frequency of the fourth harmonic, \( f_{4\text{max}} \). Impulse responses are possible for any natural frequency. The controlling response is the maximum of the two, and when a resonant response is possible, it usually greatly exceeds the impulse response. This is illustrated in Figure 16. This example is for slow walking (\( f_{n\text{max}} = 6.8 \) Hz) on a floor with \( W = 250 \) kips and \( \beta = 0.05 \). As \( f_n \) crosses \( f_{4\text{max}} \) on the plot, the controlling velocity decreases abruptly by a large amount, which would not occur in reality. It is much more likely that the behavior would gradually change from resonant to impulse response as the natural frequency crosses \( f_{4\text{max}} \), thus defining a region of intermediate responses. For design guide implementation, linear interpolation is used in this region, which is 2 Hz wide and approximately centered on \( f_{4\text{max}} \) as shown in Figure 16. The lower and upper bounds of the intermediate zones are in Table 3.

For very slow walking, the impulse response is computed regardless of the natural frequency. For slow, moderate, and fast walking, if the natural frequency does not exceed \( f_L \), then the resonant response is computed using equations from the Resonant Responses section. If the natural frequency exceeds \( f_L \), then the impulse response is computed using equations from the Impulse Responses section. If the natural frequency is between \( f_L \) and \( f_U \), then the intermediate response is computed by linear interpolation between the resonant response at \( f_L \) and the impulse response at \( f_U \). In equation form, using one-third octave velocity for example:

### Table 3. Boundaries of Intermediate Zones

<table>
<thead>
<tr>
<th>Walking Speed</th>
<th>( f_L ) (Hz)</th>
<th>( f_U ) (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slow</td>
<td>6.0</td>
<td>8.0</td>
</tr>
<tr>
<td>Moderate</td>
<td>7.0</td>
<td>9.0</td>
</tr>
<tr>
<td>Fast</td>
<td>8.0</td>
<td>10.0</td>
</tr>
</tbody>
</table>
The mode shape values can be determined by any rational method such as finite element analysis per AISC Design Guide 11, Chapter 7. For simple cases with typical framing, Equation 3 can be used or adjusted for other boundary conditions.

**COMMENTARY ON FIRST AND SECOND EDITIONS OF AISC DESIGN GUIDE 11, CHAPTER 6**

The methods in the first and second editions of AISC Design Guide 11, Chapter 6, were derived using significantly different models, so the velocity predictions differ significantly in some cases. The following are the main differences between the two editions.

For frequencies above 8–9 Hz, the responses are impulsive, and the second edition takes this into account. Impulse responses are not strongly linked to natural frequency, but are strongly linked to mass. Thus, natural frequency often plays a less prominent role and mass plays a more prominent role in the second edition than in the first edition.

Response is not a function of damping in the first edition. However, in the second edition, most of the responses are functions of damping because the spectral responses depend on the entire waveform, including the decay portion. It is noted that this makes velocity comparisons difficult between the two editions.

In the first edition, moderate walking causes much higher velocities than those from slow walking. Similarly, fast walking causes much higher velocities than those from moderate walking. Our measurements indicate the differences are not as large as those in the first edition. Thus, the second edition responses for various speeds are much closer together. Also, the speed categories are different. Slow walking in the first edition is fairly close to very slow walking in the second edition.

**CONCLUSIONS**

Floor vibration tolerance limits for sensitive equipment, in terms of various acceleration and velocity measures, are much more stringent than those for human comfort.

The floor response to walking is affected by the speed of walking, natural frequency, effective mass, and damping. Walking in higher speed categories causes higher responses. Higher natural frequency, effective mass, and damping cause lower responses. For lower frequency floors, the highest response is due to a resonant buildup. For higher frequency floors, the highest response is due to a series of impulse responses to individual footsteps.

Fairly simple equations for resonant and impulse responses are recommended herein for design. These equations use natural frequency, effective weight, and damping
estimates from AISC Design Guide 11; they are suitable for manual calculations. Note that natural frequency and effective mass or weight can be determined through other means such as finite element analyses. The response prediction equations have been experimentally verified with fairly large databases of walking measurements on lower and higher frequency floors.

Vibration of floors supporting sensitive equipment is usually very objective. Also, reduction of vibration levels of a constructed floor is difficult and expensive. Thus, each response prediction equation includes a calibration factor that results in predictions that exceed measured vibration levels 90% of the time.
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Weld Effective Lengths for Round HSS Cross-Connections under Branch Axial Loading
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ABSTRACT

Recent experimental and numerical research performed on fillet-welded, round-to-round, HSS cross-connections is reviewed, along with prior research on round HSS-to-rigid plate connections. The data from these weld-critical tests are then interpreted to determine practical weld effective lengths for such connections, in conjunction with permitting the directional strength-increase factor for fillet welds to round HSS. Recommendations are made for AISC Specification Section K5, and a design example is given to illustrate the approach.

Keywords: hollow structural sections, welded joints, cross-connections, weld effective lengths, fillet welds, design procedures.

The AISC Specification for Structural Steel Buildings (AISC, 2016), hereafter referred to as the AISC Specification, gives weld effective lengths for plate-to-rectangular HSS welded joints and rectangular-to-rectangular HSS welded joints in Section K5. These are used to design welds between plate and HSS branches to rectangular HSS main members whenever the welds are to be “fit for purpose” and not necessarily able to develop the yield capacity of the branch. However, for round-to-round HSS connections, the AISC Specification is silent, and there are no weld effective length rules given for such connections. As a consequence of this uncertainty, there is a tendency for many designers to just specify complete-joint-penetration (CJP) groove welds for round-to-round HSS connections, which is an expensive and undesirable default practice.

It is known that the load distribution around the perimeter of a round HSS welded joint can be highly nonuniform (Marshall, 1992). To deal with potential weld “unzipping” caused by one part of a welded joint being much more highly loaded than another, AWS D1.1, clause 9.6.1.3(4), (AWS, 2015) implies that the weld effective length in axially loaded round-to-round HSS connections is equal to 1.5 of the total weld length under factored loads. This simple rule is believed to be conservative, but the weld effective length is likely to vary with specific connection parameters, particularly the cross-sectional slenderness of the chord wall, \( D/t \). This paper reviews research data with the objective of assessing—and improving on—this recommendation, while still satisfying the AISC target reliability index.

Because the design of welds in codes/specifications is based on simplification of a complex loading, any proposed effective length approach to the design of welds must be checked for its safety level in conjunction with the weld design rules of a particular specification. While AISC Specification Section K5 (AISC, 2016) explicitly prohibits the use of the “fillet weld directional strength-enhancement factor,” \( (1.0 + 0.50 \sin 1.5 \theta) \), when designing “fit for purpose” welds for rectangular HSS, the AISC Specification is again silent about whether it is allowed when designing such welds for round HSS.

Laboratory testing and finite element analysis studies have been performed on fillet-welded joints to the ends of HSS members, where the HSS end is connected to a rigid plate and the HSS is subjected to axial tension (Packer et al., 2016; Tousignant and Packer, 2016; 2017a). In such situations, the entire weld length is effective due to the rigid base material. This research has shown that single-sided welds to a tension-loaded HSS wall element are partially unrestrained and are prone to local bending about the axis of the weld, as shown in Figure 1, leading to opening of the weld root. The restraint provided to the fillet weld depends on the connected element thickness and shape (linear versus curved), as well as the weld size and amount of penetration. It was found that the HSS welded joints in the aforementioned research did not achieve the expected target safety (reliability) index of \( \beta^+ \geq 4.0 \) at failure, as discussed in AISC Specification Commentary B3.1, if the fillet weld directional strength-enhancement factor was applied. In general, however, setting this factor of \( (1.0 + 0.50 \sin 1.5 \theta) \) to unity (i.e., taking \( \theta \) as zero) when calculating the strength of fillet welds to tension-loaded HSS wall elements achieves \( \beta^+ \geq 4.0 \).

In the aforementioned studies, the single-sided weld effect was much more severe for square and rectangular HSS than
for round HSS, when viewed separately. Recent reliability analysis of round HSS-to-rigid plate experiments, combined with parametric finite element analyses thereof (Tousignant and Packer, 2019), has found that these connections generated a safety index of $\beta^+ = 3.7$. This is only marginally lower than the target value. AISC Committee on Specifications (COS) Task Committee 6 (TC6) on Connection Design has hence recommended that the fillet weld directional strength-enhancement factor for fillet welds to the ends of round HSS be permitted in the 2022 AISC Specification.

On the other hand, use of the directional strength-enhancement factor is not acceptable for fillet welds to the ends of square and rectangular HSS in which any face is in tension, when the design approach is to develop the yield strength of the connected HSS wall, nor when the design is a “fit-for-purpose” approach. The latter is covered in AISC Specification Section K5, and entails the use of weld effective lengths. The Section K5 provisions have been shown to generate suitable target safety (reliability) indices for welded joints to square and rectangular HSS with faces in tension, in conjunction with the weld effective lengths advocated and non-use of the “$\sin \theta$ factor” (McFadden and Packer, 2014; Tousignant and Packer, 2015).

AISC TC6 has also recommended the use of the directional strength-enhancement factor for double-sided fillet welds to longitudinal or transverse plate branches, attached to all HSS, regardless of branch loading, and for single-sided welds between HSS branches and HSS chords where all of the branch remains in compression. Although not yet final for the 2022 AISC Specification, Table 1 provides a summary of the proposed changes to the applicability of the $\sin \theta$ factor for fillet welds to HSS. For the purpose of this paper, it will be assumed that the fillet weld directional strength-enhancement factor is permitted for calculating the strength of welds to round HSS.

### EXPERIMENTS ON WELD-CRITICAL ROUND-TO-ROUND HSS CROSS-CONNECTIONS

A total of 12 laboratory tests have been performed on round-to-round HSS cross-connections, fabricated from large-size ASTM A500 (ASTM, 2018), dual-certified, Grade B/C HSS (Tousignant and Packer, 2017b). A professional fabricator was employed to deposit fillet welds all-around the branches using a semiautomatic, flux-cored arc welding process with a CO$_2$ shielding gas. The chord members were HSS10.75x0.500 and HSS16.00x0.500, with branches (at either 90° or 60°) selected to obtain branch-to-chord width ratios, $\beta$, ranging from 0.25 to 0.47. All test specimens had geometric configurations that permitted the use of fillet welding in accordance with AWS D1.1 (AWS, 2015). Welding procedure specifications were developed in conjunction with trial sectioning to achieve minimal, but adequate, root

---

**Table 1. Proposed Changes to the Applicability of the $\sin \theta$ Factor for Fillet Welds to HSS**

<table>
<thead>
<tr>
<th>Case</th>
<th>Loading Sense</th>
<th>2016 AISC Specification</th>
<th>2022 AISC Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fillet welds connecting round HSS branches to base plates, cap plates, or HSS chords</td>
<td>Tension</td>
<td>Permitted</td>
<td>Permitted</td>
</tr>
<tr>
<td></td>
<td>Compression</td>
<td>Permitted</td>
<td>Permitted</td>
</tr>
<tr>
<td></td>
<td>Pure bending</td>
<td>Permitted</td>
<td>Permitted</td>
</tr>
<tr>
<td>Fillet welds connecting square or rectangular HSS branches to base plates, cap plates, or HSS chords</td>
<td>Tension</td>
<td>Not permitted in truss-type connections, otherwise permitted (K5 Commentary)</td>
<td>Not permitted</td>
</tr>
<tr>
<td></td>
<td>Compression</td>
<td>Permitted</td>
<td>Permitted</td>
</tr>
<tr>
<td></td>
<td>Pure bending</td>
<td>Permitted</td>
<td>Permitted</td>
</tr>
<tr>
<td>Double-sided fillet welds connecting longitudinal or transverse branch plates to HSS chords</td>
<td>Tension</td>
<td>Permitted</td>
<td>Permitted</td>
</tr>
<tr>
<td></td>
<td>Compression</td>
<td>Permitted</td>
<td>Permitted</td>
</tr>
<tr>
<td></td>
<td>Pure bending</td>
<td>Permitted</td>
<td>Permitted</td>
</tr>
</tbody>
</table>

* AISC TC6 has recommended that the $\sin \theta$ factor not be permitted when any face of the square or rectangular HSS branch is in tension (e.g., under pure bending). Provided that the entire branch remains under compression, the $\sin \theta$ factor may be used for axial compression plus bending loading.

---

**Fig. 1.** Eccentric loading on a single-sided fillet weld, resulting in local bending.
penetration; the welds were ground to an ideal triangular shape; and careful measurements were made of the geometric and mechanical properties of the welds. Specimens were well-instrumented and loaded to failure by applying a quasi-static axial tension force to the end of the branches, as shown in Figure 2. Failure in all cases occurred in a brittle manner by fracture along a plane through the weld. A typical rupture failure is shown in Figure 3 for a 90° connection.

Strain gauges around the branch members close to the welds (such as indicated by SG in Figure 3) confirmed the nonuniform strain, and thus the tensile load distribution, around the branch and hence in the neighboring weld. For the 90° connections, the tensile strain decreased as a function of distance away from the highly loaded saddle position (indicated in Figure 3). An example of this strain variation around the branch and weld is shown in Figure 4 for various load levels corresponding to 25%, 50%, 75%, and 100% of the weld fracture load, \( P_a \). In Figure 4, the subtended angle, \( x \), is the angle measured clockwise (CW) around the branch, with 0° and 180° corresponding to the two crown points and 90° corresponding to the saddle point (see Figure 3). The tensile (positive) strain is therefore smallest at the crown, with much of the weld remaining in compression (negative strain) for the entire tensile load range, and largest at the saddle points. This nonuniform loading is more pronounced for connections with higher \( \beta \) values.

The nonuniformity of stress observed in the experiments (Tousignant and Packer, 2017b) will be prevalent in all round-to-round HSS connections of similar geometries (T-, Y-, and X-type) with branch axial loading. This would also apply regardless of the weld type [fillet, partial joint penetration (PJP) groove weld, or CJP groove weld] used to join the branch(es) to the chord, assuming that the welds do not significantly change the footprint of the branch(es).

### NUMERICAL MODELING OF WELD-CRITICAL ROUND-TO-ROUND HSS CROSS-CONNECTIONS

Nonlinear finite element (FE) models, incorporating a weld fracture criterion, have been validated against the results of the 12 laboratory tests (Tousignant and Packer, 2018). A parametric study was then performed, consisting of 256 FE weld-critical, round HSS cross-connections with varied width ratio \( \beta \), chord slenderness \( D/t \), branch angle \( \theta \), and branch-to-chord thickness ratio \( \tau \). All numerical models failed by weld fracture. It was found that the weld...
effective length decreases as $D/t$ increases, $\beta$ increases, and $\tau$ increases. The weld effective length ranged from 0.58 to 1.0 times the total weld length within the parameter range studied ($60^\circ \leq \theta \leq 90^\circ$; $10 \leq D/t \leq 50$; $0.10 \leq \beta \leq 0.50$; $0.20 \leq \tau \leq 1.00$), with the weld length becoming 100% effective for $\beta(D/t) \leq 8$. Within the range studied, the branch inclination angle had only a very minor effect on the weld effective length.

**DESIGN**

In Section K5 of the AISC Specification (AISC, 2016), a detailed design method considering weld effective lengths for plate-to-rectangular and rectangular-to-rectangular HSS welded joints is given. According to this section, the nominal strength of welds, $R_n$ or $P_n$, in connections subject to branch axial load is based on the limit state of shear rupture along the plane of the weld effective throat and calculated as follows:

$$R_n \text{ or } P_n = F_{nw} t_w \beta$$  \hspace{1cm} Spec. Eq. K5-1 (1)

where $F_{nw}$ is the nominal stress of the weld metal calculated according to AISC Specification Chapter J, currently utilizing no increase in strength due to the directionality of load for fillet welds-to-rectangular HSS branches in tension or compression (i.e., omitting the sin$\theta$ factor) (AISC, 2016).

According to the load and resistance factor design (LRFD) method of the AISC Specification (AISC, 2016), resistance factors of $\phi = 0.75$ and 0.80 for fillet and PJP groove welds, respectively, are applied to Equation 1 to determine available strength.

For round-to-round HSS welded joints, including cross-connections, Equation 1 would also apply. For such joints, based on the recent recommendation by AISC TC6, the sin$\theta$ factor is permitted; that is,

$$F_{nw} = 0.60F_{EXX} (1.0 + 0.50 \sin^{1.5} \theta)$$  \hspace{1cm} Spec. Eq. J2-5 (2)

where $\theta$ is the angle between the line of action of the applied force and the weld longitudinal axis (in degrees) and $F_{EXX}$ is the filler metal classification strength.

Application of the sin$\theta$ factor to fillet welds in round-to-round HSS welded joints is nontrivial. The angle of loading, $\theta$, varies continuously around the joint (see Figure 5), and calculation of $\theta$ at any point along the weld axis, let alone the value of the sin $\theta$ factor for the entire joint, involves a complex procedure.

**Calculation of the sin$\theta$ Factor for a Round-to-Round HSS Joint**

To calculate the loading angle of a fillet weld, $\theta$, at a point along the weld axis, and to determine the value of the sin$\theta$ factor for a round-to-round HSS joint, the following procedure can be used:

**Step 1.** Determine the coordinates of the branch/chord intersection at two points corresponding to $x$ and $x + \Delta x$ at the root of the fillet weld. Calculate the vector $\vec{V}$ [see Figure 6(a)] to approximate the weld longitudinal axis between $x$ and $x + \Delta x$. For the coordinate system shown in Figure 6(b):

$$\vec{V} = [(l_{i,x} + \Delta x)(r_v \sin(x + \Delta x) - r_v \sin x),$$

$$-r_v \cos(x + \Delta x) + r_v \cos x]$$

where $r_v$ is the radius of the branch ($=D_b/2$), and:

$$l_{i,x} = r_v(1 - \cos x) + \frac{r - \sqrt{r^2 - (r_v \sin x)^2}}{\sin \theta}$$

where $r$ is the radius of the chord ($=D/2$). The dimension $l_{i,x}$ is shown in Figure 6(b). For $l_{i,x} + \Delta x$, substitute $x + \Delta x$ for $x$ in Equation 4.

**Step 2.** Calculate the magnitude of $\vec{V}$ to determine the length, $l_i$, of the pseudo-linear weld element $i$ [see Figure 6(a)] between $x$ and $x + \Delta x$; that is,

$$l_i = |\vec{V}|$$

The smaller the value of $\Delta x$, the closer $l_i$ will be to the actual weld length between the two points [1 and 2, in Figure 6(a)] at the root of the fillet weld.

**Step 3.** Increment $x$ by $\Delta x$ and calculate $l_i$ again. Do this for all values of $x$ between 0 and $360^\circ - \Delta x$, then sum the results to determine the total weld length $l_{nw}$; that is,

$$l_{nw} = \sum l_i$$

![Fig. 5. Typical variations in loading angle of a fillet weld around a round-to-round HSS joint.](image-url)
Step 4. Next, compute the vector that defines the direction of the applied force $\vec{P}$. For the coordinate system shown in Figure 6(b), one option is:

$$\vec{P} = [(1), (0), (0)]$$  \hspace{1cm} (7)

Step 5. Calculate the angle of loading $\theta_i$ of each weld element $i$ using the dot product; that is,

$$\theta_i = \cos^{-1} \left( \frac{\vec{V} \cdot \vec{P}}{|\vec{V}| |\vec{P}|} \right)$$  \hspace{1cm} (8)

In some cases, $\theta_i$ will be greater than $90^\circ$. It is recommended to calculate the acute angle of loading by subtracting the calculated angle from $180^\circ$. This has been done in Figure 5.

Step 6. Calculate the directional strength-enhancement factor for each weld element $i$ by substituting $\theta_i$ for $\theta$ in the $(1.0 + 0.50 \sin 1.5 \theta)$ term.

Step 7. Calculate the value of the $(1.0 + 0.50 \sin 1.5 \theta)$ factor for the entire joint, $K_{CHS}$, by taking a weighted average of the $(1.0 + 0.50 \sin 1.5 \theta_i)$ values for each weld element to account for variations in $l_i$; that is,

$$K_{CHS} = \frac{1}{l_w} \sum (1.0 + 0.50 \sin 1.5 \theta_i)l_i$$  \hspace{1cm} (9)

Equation 9 assumes that the weld effective throat, $t_w$, shown in Figure 1 is constant around the entire joint.

Sin$\theta$ Factor Design Aid

Using the procedure just outlined, with $\Delta x = 1^\circ$, a design aid (given by Table 2) was developed to allow engineers to find the $(1.0 + 0.50 \sin 1.5 \theta)$ factor for all-around fillet welds with a constant throat dimension in round-to-round HSS joints where fillet welds are potentially feasible. The value of $\Delta x = 1^\circ$ used to develop the design values in Table 2 provides convergent values of the $(1.0 + 0.50 \sin 1.5 \theta)$ factor within the range $0.1 \leq \beta \leq 0.5$ and $60^\circ \leq \theta \leq 90^\circ$. Table 2 is used by reading across and down for values of $\beta$ and $\theta$, respectively, for a given connection. For values of $\beta$ and $\theta$ not shown, but within the range $0.1 \leq \beta \leq 0.5$ and $60^\circ \leq \theta \leq 90^\circ$, linear interpolation may be used.

Total Weld Length

The total weld length, $l_w$, measured at the root of the fillet weld, can be determined from 3D solid models of intersecting cylinders. Alternatively, it was shown that the $K_a$ approximation given by AWS D1.1, clause 9.5.4 (AWS, 2015), is remarkably good, and slightly conservative, within the range $0.1 \leq \beta \leq 0.5$ and $60^\circ \leq \theta \leq 90^\circ$ (Tousignant and Packer, 2017b); i.e.,

$$l_w = \pi D_b K_a$$  \hspace{1cm} (10)

where $D_b$ is the branch diameter, $\theta$ is the branch inclination angle, and $K_a$ is the weld length factor, given by:

$$K_a = \frac{1 + 1/\sin \theta}{2}$$  \hspace{1cm} (11)
WELD EFFECTIVE LENGTHS FOR ROUND-TO-ROUND HSS CROSS-, T-, AND Y-JOINTS

Weld effective lengths are not necessary for round-to-round HSS joints (i.e., the total weld length can be used for \( l_e \) in Equation 2) when the \( \sin \theta \) factor is set to unity (i.e., \( \theta \) taken as zero) in Equation 2 (Tousignant and Packer, 2019); however, a proposed approach for calculating weld effective lengths when the \( \sin \theta \) factor is used has not hitherto been addressed. Several options for the weld effective length, \( l_e \), in round-to-round HSS cross-, T-, and Y-joints in the AISC Specification (AISC, 2016) are hence examined.

To evaluate the inherent safety level of each option, a reliability analysis, shown in Equation 12, is used to check that the target reliability index of \( \beta^+ \) is not equal to the safety index used for the evaluation of the load factors, which is normally 3.0 (Fisher et al., 1978); that is,

\[
\beta^+ = \phi \rho_r \exp(-\alpha \beta^+ V_R)
\]  

where \( \alpha \) is the coefficient of separation, taken as 0.55 (Ravindra and Galambos, 1978); \( \rho_r \) is the bias coefficient for resistance; \( V_R \) is the associated coefficient of variation (COV) of \( \rho_G \); and \( \phi \rho_r \) is an adjustment factor that modifies \( \phi \) when \( \beta^+ \) is not equal to the safety index used for the evaluation of the load factors, which is normally 3.0 (Fisher et al., 1978). An equation developed by Franchuk et al. (2002) was used to calculate this factor:

\[
\phi = 0.0062(\beta^+)^2 - 0.131\beta^+ + 1.338
\]  

The bias coefficient for resistance, \( \rho_R \), and its associated COV, \( V_R \), are:

\[
\rho_R = \rho_M \rho_G \rho_P
\]

\[
V_R = \sqrt{V_M^2 + V_G^2 + V_F^2}
\]

where \( \rho_M \) is the mean ratio of actual-to-nominal ultimate tensile strength of the weld metal, \( \rho_G \) is the mean ratio of actual-to-nominal values for the weld throat area, and \( \rho_P \) is the mean ratio of FE-to-predicted joint strength. \( V_M, V_G, \) and \( V_F \) are the associated COVs of \( \rho_M, \rho_G, \) and \( \rho_P \), respectively.

In the current study, \( \rho_M \) and \( V_M \) account for actual filler metal strength being greater than the filler metal classification strength in most applications. The values of \( \rho_M \) and \( V_M \) shown in Table 3 were determined from 708 coupon tests on filler metal(s) by Lesik and Kennedy (1990), Callele et al. (2009), and others (as summarized in Tousignant and Packer, 2017b). The factors \( \rho_G \) and \( V_G \) account for the typical increase in weld throat area due to weld face convexity (i.e., via an increase in \( t_w \)). The values of \( \rho_G \) and \( V_G \) shown in Table 3 were justified by Callele et al. (2009) for similar fillet-welded connections. The factors \( \rho_P \) and \( V_P \) relate the FE rupture strength of the joint to the nominal weld strength predicted using one of the design model options discussed in detail in the following. The factor \( \rho_P \) was taken as the average over all of the 256 FE weld-critical, round HSS cross-connection tests of the FE fillet weld fracture load, \( P_F \), divided by \( R_{cm} \), with \( R_{cm} \) calculated using Equations 1 and 2 (i.e., including the \( \sin \theta \) factor) with actual values of \( t_w, l_w, \) and \( F_{EYX} \) (i.e., the values used in the FE models) as opposed to nominal values (Tousignant and Packer, 2018).

If the total weld length is assumed to be effective (i.e., \( l_e = l_w \) in Equation 1), the mean FE-to-predicted strength ratio for the 256 fillet-welded joints, \( \rho_P = 0.93 \) with a COV, \( V_P \), of 0.19 (see Table 3). The correlation of the predicted capacity, \( R_m \), to the FE fracture load, \( P_F \), is shown in Figure 7. With \( l_e = l_w \) and \( \phi = 0.75 \) (AISC, 2016), \( \beta^+ = 2.8 \), which is much less than the target reliability index of \( \beta^+ \geq 4.0 \). Thus, a weld effective length rule is necessary for round-to-round HSS cross-connections in the AISC Specification (AISC, 2016).

**Option 1**

In clause 9.6.1.3(4), AWS D1.1 (AWS, 2015) implies a weld effective length, \( l_e \), in axially loaded round-to-round HSS connections equal to \( \frac{1}{15} \) of the total weld length under factored loads; that is,
This indicates that the AWS D1.1, clause 9.6.1.3(4) (AWS, 2015), expression for \( l_e \) shown in Equation 16 provides an acceptable level of safety; however, based on having \( \rho = 1.40 \), there is room to improve the \( l_e \) expression to increase the design efficiency (reduce the average ratio of \( P_a/R_n \)) of such joints. This is because Equation 16 was derived from the ratio of nominal-to-peak elastic strain in numerical tests (Calkins, 1968), and this has been shown to be conservative (Tousignant and Packer 2017b).

**Option 2**

Weld effective lengths in round-to-round HSS connections have also been shown to vary with \( D/t, \beta, \) and \( \tau \), though predominantly with \( D/t \) and \( \beta \) (Tousignant and Packer, 2018).

\[
\rho = \frac{P_a}{R_n} = 0.93
\]
\[
V_p = 0.19
\]
\[
\beta^* = 2.8
\]
\[
\rho_p = 1.40
\]
\[
V_p = 0.19
\]
\[
\beta^* = 4.6
\]

**Fig. 7.** Correlation of AISC Specification provisions with FE results, assuming a weld effective length equal to the total weld length.

**Fig. 8.** Correlation of AISC Specification provisions with FE results, assuming a weld effective length equal to \( \frac{1}{1.5} \) of the total weld length (option 1).
An accurate, yet simple, expression taking this into account is (Tousignant and Packer, 2018):

$$l_e = \frac{4}{\sqrt{2\beta(D/t)}} l_w \leq l_w$$  \hspace{1cm} (17)

If Equation 17 is used for $l_e$ in Equation 1, the mean FE-to-predicted strength ratio for the 256 fillet-welded joints, $\rho_p$, is 1.07 with a COV of $V_p = 0.06$. The correlation of predicted capacity, $R_n$, to the FE fracture load, $P_a$, is then as shown in Figure 9.

Equation 17 provides $\beta^+ = 4.2 \geq 4.0$ when $\phi = 0.75$ is used (AISC, 2016), indicating that it also provides an acceptable level of safety. Notably, Equation 17 results in lower values of both $\rho_p$ and $V_p$ than the AWS D1.1, clause 9.6.1.3(4) (AWS, 2015), expression for $l_e$ (Equation 16). It can therefore be concluded that Equation 17 results in greater efficiency of fillet welds in round-to-round HSS cross-, T-, and Y-connections than Equation 16 (i.e., it reduces the average ratio of $P_a/R_n$ while still meeting the target reliability index). A side-by-side comparison of the reliability analysis parameters and results for these two options is given in Table 3.

**Option 3**

It may be argued that because the $(1.0 + 0.50 \sin 1.5\theta)$ factor already incorporates a simplification of a complex loading arrangement, a further simplification to option 2 is justified. Option 3 hence proposes that a designer take the loading angle [$\theta$ in the $(1.0 + 0.50 \sin 1.5\theta)$ factor] as equal to the branch inclination angle, to approximate the value of $K_{CHS}$; that is,

$$K_{CHS} = 1.0 + 0.5 \sin 1.5\theta$$  \hspace{1cm} (18)

where $\theta$ is the acute angle between the branch and chord (in degrees), as opposed to the angle between the line of action of the applied force and the weld longitudinal axis.

$K_{CHS}$ will hence become a simple function of the branch inclination angle, $\theta$, and can therefore be calculated without relying upon a design aid. This recommended approach ranges from being marginally unconservative (by less than 1%, for connections with high values of $\theta$ and high values of $\beta$) to marginally conservative (by about 3%, for connections with low values of $\theta$ and high values of $\beta$) within the range $0.1 \leq \beta \leq 0.5$ and $60^\circ \leq \theta \leq 90^\circ$.

If Equation 17 is used to calculate $l_e$ in Equation 1, with $K_{CHS}$ now approximated using Equation 18 (as opposed to using the values in Table 2), the mean FE-to-predicted strength ratio for the 256 fillet-welded joints, $\rho_p$, is 1.08 with a COV of $V_p = 0.06$, and the correlation of predicted capacity, $R_n$, to the FE fracture load, $P_a$, is as shown in Figure 10.

Based on these results, which are summarized in Table 3, using Equation 18 to approximate $K_{CHS}$ provides a similar (acceptable) level of safety to Option 2 [i.e., $\beta^+ = 4.2 \geq 4.0$ when $\phi = 0.75$ is used (AISC, 2016)].

**CONCLUSIONS**

Based on a review of recent experimental and numerical research performed on fillet-welded, round-to-round HSS cross-connections, in which FE results have been analyzed in conjunction with allowing the $\sin \theta$ factor for fillet welds to the ends of round HSS in the AISC Specification (AISC, 2016), it has been found that:

- Application of the $\sin \theta$ factor to fillet-welded round-to-round HSS joints is nontrivial, if the true angle of loading to the weld axis is considered as it varies around the joint.
A design aid as shown in Table 2 has been developed to simplify this procedure.

- Taking the total weld length as effective to design fillet welds in round-to-round HSS joints does not meet the target reliability index of $\beta^* \geq 4.0$ (AISC Specification Commentary B3.1), when the $\sin \theta$ factor is used to determine the available strength.

- The AWS D1.1, clause 9.6.1.3(4) (AWS, 2015), expression for the weld effective length in round-to-round HSS connections (i.e., $l_e = \sqrt{3} / 2 l_w$) provides an acceptable level of safety ($\beta^* = 4.6 \geq 4.0$) when the $\sin \theta$ factor is used.

- Equation 17 for the weld effective length provides an acceptable level of safety ($\beta^* = 4.2 \geq 4.0$) when the $\sin \theta$ factor is used. This expression also provides lower values of actual-to-predicted nominal weld strength compared to the AWS D1.1, clause 9.6.1.3(4) (AWS, 2015) expression, allowing greater design efficiency to be achieved.

- Taking $\theta$ in the $(1.0 + 0.50 \sin^{1.5} \theta)$ factor as equal to the branch inclination angle (Equation 18), provides a similar (acceptable) level of safety ($\beta^* = 4.2 \geq 4.0$) to the design aid (Table 2), when used in conjunction with Equation 17 to calculate the weld effective length.

**RECOMMENDATION**

It is recommended that the following design provisions be adopted for fillet welds in round-to-round HSS cross-, T-, and Y-connections:

$$ R_w \text{ or } P_w = F_{mv} t_w l_e $$

where:

$$ F_{mv} = 0.60 F_{EXX} K_{CHS} $$

where $K_{CHS}$ is as shown in Table 2 for values of $\beta$ and $\theta$ for a given joint, and

$$ l_e = \frac{4}{\sqrt{2\beta(D/t)}} l_w \leq l_w $$

where $l_w$ is determined from 3D solid models of intersecting cylinders or from the following simplified equation:

$$ l_w = \pi D_b \frac{1 + 1/\sin \theta}{2} $$

The weld effective length given by Equation 21 is represented by two arcs of $l_e/2$ around the saddle regions, as illustrated in Figure 11.

**Alternative Approach for Calculating $K_{CHS}$**

As an alternative to using Table 2 to calculate $K_{CHS}$ in Equation 20, it can instead be approximated with the following “modified $\sin \theta$ factor”:

$$ K_{CHS} = 1.0 + 0.5 \sin^{1.5} \theta $$

where $\theta$ is the acute angle between the branch and chord (in degrees), rather than the angle between the line of action of the applied force and the weld longitudinal axis.

This recommendation is subject to the following limits of applicability:

- Width ratio: $0.1 \leq \beta \leq 0.5$
- Branch angle: $60^\circ \leq \theta \leq 90^\circ$
- Chord wall slenderness: $10 \leq D/t \leq 50$
- Thickness ratio: $0.20 \leq \tau \leq 1.00$
- Weld throat: $t_w$ is constant around the joint

**ACKNOWLEDGMENTS**

Financial support for this project was provided by the Natural Sciences and Engineering Research Council of Canada (NSERC). Fabrication of test specimens was provided, as a gift in-kind, by Walters Inc., Hamilton, Ontario. Hollow structural sections used for experiments were donated by Atlas Tube, Harrow, Ontario.

**Fig. 11.** Weld effective length for round-to-round HSS cross-, T-, and Y-connections.
DESIGN EXAMPLE

Given:
A 60° cross-connection is formed between an HSS12.750×0.500 chord member and two HSS4.500×0.237 branch members in ASTM A500 Grade C material, as shown in Figure 12. The loads shown consist of 25% dead load and 75% live load. Determine a suitable fillet weld effective throat size around the branch members in this tubular connection, using matched electrodes with a specified ultimate strength of 70 ksi.

From the AISC Manual (AISC, 2017) Table 2-4, the material properties are as follows:
For all members
ASTM A500 Grade C
\( F_y, F_{yb} = 46 \text{ ksi} \)
\( F_u, F_{ub} = 62 \text{ ksi} \)

From the AISC Manual Table 1-13, the HSS geometric properties are as follows:
HSS12.750×0.500
\( D = 12.75 \text{ in.} \)
\( t = 0.465 \text{ in.} \)
\( A = 17.9 \text{ in.}^2 \)

HSS4.500×0.237
\( D_b = 4.50 \text{ in.} \)
\( t_b = 0.220 \text{ in.} \)
\( A_b = 2.96 \text{ in.}^2 \)

Solution:
Required strength (expressed as a force in the branch)

From ASCE/SEI 7 (ASCE, 2016) Chapter 2, the required strength is:

\[ P_{L} = 36.0 \text{ kips} \]
\[ P_{D} = 12.0 \text{ kips} \]
\[ P_{L} = 150.0 \text{ kips} \]
\[ P_{D} = 50.0 \text{ kips} \]

Fig. 12. Round-to-round HSS cross-connection subject to branch axial tension.
Note that this HSS connection satisfies the limits of applicability given by AISC Specification Table K3.1A (AISC, 2016); hence the connection strength can be determined from AISC Specification Table K3.1A for round HSS truss connections. Using AISC Specification Equations K3-1 and K3-3, the connection available axial strength (governed by the limit state of chord plastification) is $P_n = 82.5$ kips (LRFD) or $P_n/\Omega = 54.9$ kips (ASD), which exceeds the required strengths and is therefore acceptable. It is worthwhile noting that the required strength of 72.0 kips (LRFD) is only 59% of the available branch axial yield strength $\phi A_b F_y = 122.5$ kips.

**Limits of applicability**

A suitable fillet weld effective throat size around the branch members can be determined using Equations 19–21 only if the following limits of applicability are satisfied:

<table>
<thead>
<tr>
<th>Condition</th>
<th>Value</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.1 \leq \beta = 0.353 \leq 0.5$</td>
<td>o.k.</td>
<td></td>
</tr>
<tr>
<td>$60^\circ \leq \theta = 60^\circ \leq 90^\circ$</td>
<td>o.k.</td>
<td></td>
</tr>
<tr>
<td>$10 \leq D/t = 27.4 \leq 50$</td>
<td>o.k.</td>
<td></td>
</tr>
<tr>
<td>$0.20 \leq \tau = 0.473 \leq 1.00$</td>
<td>o.k.</td>
<td></td>
</tr>
<tr>
<td>$t_w$ is constant around the joint</td>
<td>o.k.</td>
<td></td>
</tr>
</tbody>
</table>

Because the limits of applicability are satisfied, Equations 19–21 can be used.

**Required throat size**

Determine the total weld length, $I_w$, using the approximation given by AWS D1.1, clause 9.5.4 (AWS, 2015):

$$I_w = \pi D_b \left(\frac{1 + 1/\sin\theta}{2}\right)$$

$$= \pi (4.500 \text{ in.}) \left(\frac{1 + 1/\sin60^\circ}{2}\right)$$

$$= 15.2 \text{ in.}$$

Calculate the weld effective length, $I_e$, using the previous results:

$$I_e = \frac{4}{\sqrt{2\beta(D/t)}} I_w \leq I_w$$

$$= \frac{4}{\sqrt{2(0.353)(27.4)}} (15.2 \text{ in.}) \leq 15.2 \text{ in.}$$

$$= 13.8 \text{ in.} \leq 15.2 \text{ in.}$$

$$= 13.8 \text{ in.}$$

Account for the directional strength increase for fillet welds in round-to-round HSS connections using the factor $K_{CHS}$. For the connection considered, with $\beta = 0.353$ and $\theta = 60^\circ$, $K_{CHS}$ can be found by linearly interpolating between $\beta = 0.300$ and $\beta = 0.400$ in Table 2 for $\theta = 60^\circ$.

For $\beta = 0.300$ and $\theta = 60^\circ$, $K_{CHS} = 1.443$, and for $\beta = 0.400$ and $\theta = 60^\circ$, $K_{CHS} = 1.440$. Hence, for $\beta = 0.353$ and $\theta = 60^\circ$:

$$K_{CHS} = 1.440 + \frac{0.400 - 0.353}{0.400 - 0.300} (1.443 - 1.440)$$

$$= 1.441$$
Alternatively, $K_{CHS}$ can be approximated using Equation 23, as follows:

$$
K_{CHS} = 1.0 + 0.5 \sin^{1.5} \theta
$$

$$
= 1.0 + 0.50 \sin^{1.5} (60^\circ)
$$

$$
= 1.403
$$

The remainder of the design example is completed using $K_{CHS} = 1.441$.

The nominal stress of the weld metal, $F_{nw}$, can now be determined using Equation 20:

$$
F_{nw} = 0.60 F_{EXX} K_{CHS}
$$

$$
= 0.60 (70 \text{ ksi}) (1.441)
$$

$$
= 60.5 \text{ ksi}
$$

Applying the resistance factor of $\phi = 0.75$ to fillet welds designed using the LRFD method, or the safety factor of $\Omega = 2.00$ to fillet welds designed using the ASD method, an expression for the available weld strength, $\phi P_n$ or $P_n/\Omega$, can be written (AISC, 2016).

<table>
<thead>
<tr>
<th>LRFD</th>
<th>ASD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi P_n = 0.75 F_{nw} t_w l_e$</td>
<td>$P_n \geq F_{nw} t_w l_e / 2.00$</td>
</tr>
</tbody>
</table>

Set the expression for the available weld strength equal to (or greater than) the required strength to determine the required weld throat size, $t_w$, to transmit the calculated forces.

<table>
<thead>
<tr>
<th>LRFD</th>
<th>ASD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.75 F_{nw} t_w l_e \geq P_n$</td>
<td>$F_{nw} t_w l_e / 2.00 \geq P_a$</td>
</tr>
<tr>
<td>$t_w \geq \frac{P_n}{0.75 F_{nw} l_e}$</td>
<td>$t_w \geq \frac{2.00 P_a}{F_{nw} l_e}$</td>
</tr>
<tr>
<td>$72.0 \text{ kips}$</td>
<td>$t_w \geq \frac{2.00 (48.0 \text{ kips})}{(60.5 \text{ ksi})(13.8 \text{ in.})}$</td>
</tr>
<tr>
<td>$t_w \geq 0.75 (60.5 \text{ ksi})(13.8 \text{ in.})$</td>
<td>$t_w \geq 0.115 \text{ in.}$</td>
</tr>
<tr>
<td>$t_w \geq 0.115 \text{ in.}$</td>
<td></td>
</tr>
</tbody>
</table>

Rounding up to the nearest sixteenth of an inch, $t_w = 0.125$ in. would satisfy the strength requirements of this connection.

It should be noted that the limitations of AISC Specification Section J2.2b also apply, and the weld leg size, $L$, must not be less than the size given in AISC Specification Table J2.4. Therefore, for $t_b = 0.220$ in., corresponding to the material thickness of the thinner part joined, $L$ must be greater than or equal to 0.125 in. Because $L$ will never be less than $t_w (= 0.125$ in.) for a fillet weld, this requirement is satisfied.

Hence, $t_w = 0.125$ in., or $\frac{1}{8}$ in., is a suitable fillet weld throat size.
SYMBOLS AND ACRONYMS

A Cross-sectional area of round HSS chord member, in.²

$A_b$ Cross-sectional area of round HSS branch member, in.²

AISC American Institute of Steel Construction

AWS American Welding Society

COV Coefficient of variation

$D$ Outside diameter of round HSS chord member, in.

$D_b$ Outside diameter of round HSS branch member, in.

$F_{EXX}$ Filler metal classification strength, ksi

$F_{nw}$ Nominal stress of weld metal, ksi

$F_u$ Specified minimum tensile strength of round HSS chord member, ksi

$F_{ub}$ Specified minimum tensile strength of round HSS branch member, ksi

$F_y$ Specified minimum yield stress of round HSS chord member, ksi

$F_{yb}$ Specified minimum yield stress of round HSS branch member, ksi

$K_a$ Weld length factor according to AWS D1.1 (AWS, 2015)

$K_{CHS}$ Value of $(1.0 + 0.50 \sin 1.5 \theta)$ for a round-to-round HSS joint

$L$ Weld leg size, in.

LRFD Load and resistance factor design

$P$ Axial force, kips

$P_D$ Axial force due to dead load, kips

$P_L$ Axial force due to live load, kips

$P_a$ Actual weld fracture load, kips; required axial strength in tension or compression, using ASD load combinations, kips

$P_n$ Nominal axial strength, kips

$P_u$ Required axial strength in tension or compression, using LRFD load combinations, kips

$\vec{P}$ Vector defining the direction of the applied force

$R_n$ Nominal strength, kips

$V_G$ Coefficient of variation of $\rho_G$

$V_M$ Coefficient of variation of $\rho_M$

$V_P$ Coefficient of variation of $\rho_P$

$V_R$ Coefficient of variation of $\rho_R$

$\nabla$ Vector approximation to the weld longitudinal axis between points at $x$ and $x + \Delta x$

$l_e$ Weld effective length, in.

$l_{tx}$ “Template length” at $x$, parallel to branch, in.

$l_{tx + \Delta x}$ “Template length” at $x + \Delta x$, parallel to branch, in.

$l_i$ Length of weld element $i$, in.

$l_w$ Total length of weld, in.

$r$ Outside radius of round HSS chord member, in.

$r_b$ Outside radius of round HSS branch member, in.

$t$ Wall thickness of round HSS chord member, in.

$t_b$ Wall thickness of round HSS branch member, in.

$t_w$ Weld effective throat, in.

$\alpha$ Coefficient of separation, taken as 0.55

$\beta$ Width ratio; the ratio of branch diameter to chord diameter for round HSS

$\beta^+$ Reliability index

$\Omega$ Safety factor

$\phi$ Resistance factor

$\phi_{\beta^+}$ Adjustment factor for $\phi$

$\tau$ Branch-to-chord thickness ratio

$\theta$ Acute angle between the branch and chord, degrees; angle between the line of action of the applied force and the weld longitudinal axis, degrees

$\theta_i$ Angle between the line of action of the applied force and the weld longitudinal axis for weld element $i$, degrees

$\rho_G$ Mean ratio of actual-to-nominal values for the weld throat area

$\rho_M$ Mean ratio of actual-to-nominal ultimate tensile strength for the weld metal

$\rho_P$ Mean ratio of FE-to-predicted joint strength

$\rho_R$ Bias coefficient for resistance
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